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PREFACE

This book presents a practical design method for cellular systems, 
especially for focusing on antenna design to make coverage area of 
indoor and outdoor cells. In the first part (Chapters 1–3), this book 
describes the basics of antennas, propagation, and measurement to 
simulate, design, and verify the mobile antenna systems.

The second part (Chapters 4–7) describes practical antenna 
elements and array structure for mobile base station and terminal 
antennas. The details of base station and mobile terminal antennas 
are presented to lay out the cell coverage area of typical site condi-
tions. Antenna performance should be confirmed by a measurement 
procedure for the development and production stages, respectively. 
The measurement method for each stage is explained separately.

The third part (Chapters 8–10) shows measurements of mobile 
systems used to check their characteristics under real propagation 
environments. These final tests are described at the end of this part. 
Estimation of propagation loss under indoor and outdoor environ-
ments are explained based on empirical statistics using measured 
data and ray tracing simulations. High-speed data transmission in 
mobile systems are evaluated by site channel capacity such as multi
ple input multiple output (MIMO) antennas. Channel capacity esti-
mation methods are shown theoretically and experimentally.

The last chapter (Chapter 11) presents strategies and challenges 
of antennas and propagation systems for the future system.
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xii	 Preface

The goal of this book is to understand the practical design pro-
cedure of mobile communication antenna systems based on propa-
gation estimation by measurements and simulation. This book pro-
vides all the required knowledge for the research and development 
of current and future systems.
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1

1
BASIC THEORY OF ANTENNAS

This chapter describes the basic theory of antennas to facilitate a 
discussion on their performance with respect to mobile base sta-
tions and terminals. For readers who are unfamiliar with the field of 
antenna engineering, explanations of the technical terms associated 
with mobile communication systems are provided. Additionally, a 
basic knowledge of electromagnetics is useful.

Antennas are basic elements for converting radio frequency 
(RF) energy into electromagnetic waves that propagate through 
space. Their fundamental characteristics are described by an infini-
tesimal current element as an initial point source, and the radiation 
performances of differently shaped antenna elements evaluated with 
respect to this infinitesimal current element are explained using sev-
eral supporting examples. The second part of this chapter describes 
the basics of mutual coupling and array antennas, which are used 
by mobile base stations to produce the desired radiation pattern for 
controlling field distributions inside the coverage area.

1.1  MAXWELL’S EQUATIONS AND THEIR SOLUTIONS

Electromagnetic waves are governed by Maxwell’s equations. The 
differential forms are expressed under the assumption that only the 
current source J exists in free space [1]. The time-dependent factor is 
expressed by the angular frequency ω and time t as ejωt:
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2	 Basic Theory of Antennas

	 ∇ × H = J + jweoE 	 (1.1)

	 ∇ × E = − jwmoH 	 (1.2)

	 ∇ ⋅ E = 0 	 (1.3)

	 ∇ ⋅ H = 0 	 (1.4)

where E and H are the electric and magnetic field vectors, and εo and 
μo represent the permittivity and permeability in free space, respec-
tively. The term jωεoE in (1.1) expresses the displacement current 
and is an extension of Ampere’s law. Equation (1.2) is Faraday’s law, 
whereas (1.3) and (1.4) represent Gauss’s law for electric and magnetic 
fields.

To determine the solution of electromagnetic fields generated by 
a current source, vector A is introduced in (1.5) [2]:

	 H = ∇ × A 	 (1.5)

The rotation of arbitrary vectors becomes zero by taking its diver-
gence as ∇ ⋅ ∇ × A = 0, which allows (1.5) to identically satisfy (1.4). 
Equation (1.6) is obtained by substituting (1.5) into (1.2), as follows:

	
∇ × E + jwmoA( ) = 0

	
(1.6)

Using the vector formula of ∇ × ∇ϕ = 0 for an arbitrary potential ϕ, 
the above equation can be rewritten as:

	 E = ∇f − jwmoA 	 (1.7)

When (1.5) and (1.7) are substituted into (1.1), (1.8) is obtained using 
the vector formula of ∇ × ∇ × A = ∇∇ ⋅ A − ∇2A as follows:

	
∇ ∇ ⋅ A − jweof( ) − ∇2A − ko

2A = J
	

(1.8)
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	 1.2  Radiation from an Infinitesimal Current Element	 3

where ko = w eomo  is the wave number in free space. If the arbitrary 
vector A and the potential ϕ satisfy the equation of ∇ ⋅ A − jωεoϕ = 0, 
(1.8) can be rewritten as:

	 ∇2A + ko
2A = − J 	 (1.9)

It should be noted that the solution of (1.9) identically satisfies ∇ ⋅ A − 
jωεoϕ = 0 by the substitution (1.9) into (1.8). Vector A for the solution 
of (1.9) is given as [3]:

	
AA = 1

4p
J r0( )
r − r0

e− jkoo r− r0 d r0
v
∫

	
(1.10)

The observation and source point vectors are denoted by r and 
ro, respectively, as shown in Figure 1.1, in which v is the volume 
region of current J. Finally, the electric field generated by current J 
can be obtained, as follows:

	
E = − jwmo A + ∇∇ ⋅ A

ko
2

⎛
⎝⎜

⎞
⎠⎟ 	

(1.11)

1.2  RADIATION FROM AN INFINITESIMAL CURRENT ELEMENT

Electromagnetic waves are radiated from current sources. The arbi-
trary current source shown in Figure 1.2(a) is decomposed into 
short current elements, as presented in Figure 1.2(b). To calculate 

Figure 1.1  Current source and observation point.
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4	 Basic Theory of Antennas

the characteristics of the array of current elements, a short current 
element of length l located at the origin of the spherical coordinate 
system is considered (see Figure 1.2), in which the current element 
is the point source directed along the z axis. After the derivation of 
the radiation characteristics of the short currents, the fields from 
the arbitrary current can be obtained by a summation of the short 
currents.

Equations (1.9) and (1.10) provide the electric and magnetic field 
components (Ei, Hi, i = r, θ, and ϕ) from the short current at an obser-
vation point P. Then, the current vector J can be rewritten by the 
current amplitude I and the unit vector along the z direction of az as 
J = Iaz. The current is considered a point source at ro = 0, and the inte-
gral volume in (1.9) is replaced by Il. The unit vectors of the spherical 
coordinate system are used to express the unit vector az; then, the 
components of (1.11) can be obtained, as follows:

	

Er = Zo

Il
2p ko

2 1

kor( )2 − j
1

kor( )3

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
cosqe− jkor

	

(1.12)

Figure 1.2  Current source and the coordinate system: (a) arbitral current, and  
(b) coordinate system.
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	 1.2  Radiation from an Infinitesimal Current Element	 5

	

Eq = Zo

Il
4p ko

2 j
1
kor( ) +

1

kor( )2 − j
1

kor( )3

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
sinqe − jkor

	

(1.13)

	

H f = Il
4p ko

2 j
1
kor( ) +

1

kor( )2

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
sinqe − jkor

	

(1.14)

	
Ef = Hr = H q 	

(1.15)

where Zo = mo /eo  represents the characteristic impedance and 
wavenumber. The wavenumber ko is also obtained as ko = 2π/λ using 
the wavelength λ. The components in (1.12)–(1.14) are decomposed 
by (kor)–n, n = 1, 2, and 3, and there is a decrease in each term, as can 
be seen in Figure 1.3. When the observation point is a function of 
distance from the source, the dominant term of (kor)–1 in each com-
ponent is designated as a radiation far field. The other two terms 

Figure 1.3  Field components.
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6	 Basic Theory of Antennas

for kor < 1 are greater than the far field, with (kor)–2 and (kor)–3 being 
characterized as an induced and a static field, respectively.

In the far-field region, radiation field components can be approx-
imated by the following [4]:

	
Eq ≅ jZoko

Il
4p

e − jkor

r
sinq

	
(1.16)

	
H f ≅ ko

Il
4p

e − jkor

r
sinq

	
(1.17)

These two components are orthogonal to each other and have 
the relation of Eθ/Hϕ = Zo, which is the same as a plane wave. The 
term e–jkor/r represents both the decay in amplitude according to dis-
tance r and the phase change as a function of kor. As shown in Fig-
ure 1.4, the angular function of sin θ is known as radiation pattern 
of the point source current. The radiation pattern’s field strength is 
provided by the distance from the origin, which is the location of 
the point source. The plane including the z axis, which is parallel to 
component Eθ, is defined as E plane, and its orthogonal plane, which 
is parallel to component Hϕ, is defined as the H plane.

Figure 1.4  Radiation pattern infinitesimal current element.
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	 1.3  Radiation from Infinitesimal Magnetic current Element	 7

1.3  RADIATION FROM INFINITESIMAL MAGNETIC CURRENT 
ELEMENT

Most antennas are characterized by the current distribution. Con-
versely, slot and planar antennas are characterized easily using the 
fictitious magnetic current M. Maxwell’s equations in (1.1) and (1.2) 
can be rewritten by introducing M into (1.2) as:

	
∇H j = J + jweoEj ,      ∇ × Em = −M − jwmoHm 	

(1.18)

The electric and magnetic fields generated by the current source are 
denoted as Ej and Hj, whereas those generated by magnetic current 
source are denoted as Em and Hm. A high degree of symmetry for (Ej, 
Hj) and (Em, Hm) is found in (1.18), then the following relations can be 
interchanged in both fields:

	
e ↔ m,      J ↔ M,      Ej ↔ H m,      H j ↔ −Em 	

(1.19)

This complementarity of electric and magnetic fields is known 
as Babinet’s principle [5]. To describe the electric and magnetic fields 
generated by the magnetic current, the vector equation and its solu-
tion (given in the preceding section) can be rewritten by the previous 
relations as follows:

	 ∇2Am + ko
2Am = −M 	 (1.20)

	 Em = −∇ × Am 	 (1.21)

	
H m = − jwe Am +

∇∇ ⋅ Am

ko
2

⎛
⎝⎜

⎞
⎠⎟ 	

(1.22)

Additionally, the solution of vector Am can be obtained, as follows:

	
Am = 1

4p
MM r0( )
r − r0

e− jkoo r− r0 d r0
v
∫

	
(1.23)
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8	 Basic Theory of Antennas

Assuming the magnetic current at the origin directed in the z direc-
tion M = Maz, the field components can be provided as follows:

	

Ef = Ml
4p ko

2 j
1
kor( ) +

1

kor( )2

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
sinqe − jkor

	

(1.24)

	

Hr = 1
Zo

Ml
2p ko

2 1

kor( )2 − j
1

kor( )3

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
cosqe− jkor

	

(1.25)

	

H q = 1
Zo

Ml
4p ko

2 j
1
kor( ) +

1

kor( )2 − j
1

kor( )3

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
sinqe − jkoo r

	

(1.26)

	
Er = Eq = H f = 0

	
(1.27)

Eϕ and Hθ are the radiation field components according to the mag-
netic current and have complementarity with those components 
obtained using the current elements shown in (1.16) and (1.17).

1.4  RADIATION FROM DIPOLE ANTENNA

The infinitesimal current element in the previous section is a basic 
theoretical antenna. Next, a short dipole antenna is introduced as a 
basic practical element. To understand the radiation mechanism of a 
short dipole, the study considers an open-ended Lecher line excited 
by an RF feed (see Figure 1.5).

The forward currents flowing toward the end section are re-
flected to the feeding side as backward currents. The backward cur-
rent cancels the forward current at the end section and creates a node 
of a current standing wave. The voltage standing wave that takes an 
antinode at the end section shifts by λ/4 compared with the current 
one. The currents on the top and bottom Lecher lines flow in reverse 
directions to each other, which cancels out the radiating field com-
ponents, as shown in Figure 1.5. To radiate an electric field at the end 
section of a Lecher line, the top- and bottom-line currents should be 
aligned by bending, as shown in Figure 1.6. Consequently, the end 
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	 1.4  Radiation from Dipole Antenna	 9

section becomes a dipole antenna. The radiation is increased by ac-
cumulating electromagnetic energy from the antenna element; this 
creates a standing wave of λ/2 length, which is known as a half-wave-
length dipole antenna.

As Figure 1.7 shows, the radiation pattern of a λ/2 dipole 
antenna is calculated by the summation of the short dipole. Assum-
ing the location of observation point P to be in the far-field region, 
the distance r′ between point P and the short dipole on the z axis can 
be approximated as r′ ≅ r − z cos θ. This approximation of distance 

Figure 1.5  Open-ended Lecher line.

Figure 1.6  Lecher line and dipole antenna.
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10	 Basic Theory of Antennas

is used only in the phase term in (1.16), and the radiation field of the 
λ/2 dipole antenna can be obtained by integrating (1.16) as follows:

	
Eq ≅

jZoko
4p sinq I z( )e

− jko ′r

r
dz

− l/4

l/4

∫
	

(1.28)

where the current distribution of the dipole antenna of I(z) is approx-
imated by the sinusoidal function with a maximum amplitude Io [6].

	
I z( ) = I o cos koz( ) 	

(1.29)

The radiation field can be obtained by substituting (1.29) into (1.28):

	
Eq =

jZoI o
2p

e− jor

r

cos
p
2

cosq⎛
⎝
⎜

⎞
⎠
⎟

sinq 	
(1.30)

The radiation pattern of a λ/2 dipole antenna is the function of θ and 
ϕ, which is expressed as:

	
Eq q,f( ) =

cos
p
2

cosq⎛
⎝⎜

⎞
⎠⎟

sinq 	
(1.31)

Figure 1.7  Dipole antenna and observation point.
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	 1.4  Radiation from Dipole Antenna	 11

Figure 1.8 presents the E (zx) plane patterns of the λ/2 dipole 
antenna and the short dipole obtained by (1.16). The pattern of (1.31) 
is normalized by its maximum value at θ = π/2. The half-power 
beamwidth of the antenna pattern is defined by the angle between 
the half-power (the amplitude of 1/ 2 ) of the main lobe. For the λ/2 
dipole, the angle is 78°, whereas for the short dipole, the angle is 90°. 
This shape is known as a figure-of-eighth pattern, and the patterns 
of the H (xy) plane of both antennas are omnidirectional. Figure 1.9 
contains a three-dimensional view of the pattern of λ/2 dipole.

Figure 1.8  Radiation pattern of half-wavelength dipole antenna (dotted line) and 
infinitesimal current element (solid line).

Figure 1.9  Three-dimensional view of λ/2 dipole antenna.
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12	 Basic Theory of Antennas

Typically, the radiation electric field of an arbitrary antenna is 
expressed as:

	
E r,q,f( ) = C e− jor

r
Eq q,f( )eq + Ef q,f( )ef{ } = C e− jor

r
D q,f( )

	
(1.32)

where C is a constant, and eθ and eϕ are unit vectors in θ and ϕ direc-
tions, respectively. Figure 1.10 presents the radiation patterns pro-
duced by Eθ(θ, ϕ) and Eϕ(θ, ϕ) in which the maximum radiation direc-
tion of 0° is designated by the front radiation. It can be seen in Figure 
1.10 that the radiation pattern has a main lobe and several side lobes. 
In most cases, the front-to-back ratio can be obtained by dividing the 
front level by the maximum level within 180° − 60° ≤ θ ≤ 180° + 60°.

1.5  BASIC ANTENNA ELEMENTS

The principle of a dipole antenna can be explained by changing part 
of the Lecher line, as detailed in the preceding section. The current 
section uses a similar approach to describe several basic antenna 
elements.

Figure 1.10  Radiation pattern.
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	 1.5  Basic Antenna Elements	 13

A dipole antenna is created by bending one open end of the 
Lecher line in Figure 1.11(a) in the opposite direction (Figure 1.11(b)). 
For resonance, the length L of the bent section is almost half a wave-
length. This form of antenna is known as a standard dipole antenna 
and is used for the antenna measurement.

Printed antennas are fabricated easily with current printing 
technology, and their thickness is very thin compared with their 
operating wavelength. This antenna is also described as a flat, pla-
nar, or patch antenna. Figure 1.12(a) shows a microstrip line etched 
on a dielectric substrate, which is widely used in RF circuits. After 
cutting out part of a strip conductor with length L, the width of the 
strip is extended to increase the radiation from its open edges to pro-
duce a microstrip antenna, as can be seen in Figure 1.12(b). The strip 
length L should be around half of the guided wavelength for the dom-
inant mode resonance. Additionally, this type of antenna is charac-
terized by assuming the magnetic currents at the edge of the strip.

Figure 1.11  Lecher line and dipole antenna: (a) Lecher line, and (b) dipole antenna.

Figure 1.12  Microstrip line and microstrip antenna: (a) microstrip line, (b) microstrip 
antenna.
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14	 Basic Theory of Antennas

Sleeve antennas are fabricated from a coaxial cable; see Figure 
1.13(a). As can been seen in Figure 1.13(b), the materials covering the 
inner conductor are removed to form a radiating element. To sup-
press current leakage on the surface of the cable, the bottom part of 
the antenna is overlapped by another outer conductor. This conduc-
tor is a type of balun that connects antennas with balanced feed and 
the transmission line, such as the coaxial cable, and its mechanism 
is explained in Section 3.1.4.

The final example is the horn antenna. A rectangular wave-
guide and a pyramidal horn antenna are presented in Figure 1.14. 

Figure 1.13  Coaxial cable and sleeve antenna: (a) coaxial cable, and (b) sleeve 
antenna.

Figure 1.14  Rectangular waveguide and horn antenna: (a) rectangular waveguide, 
and (b) horn antenna.
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	 1.6  Antenna Gain	 15

The open aperture of the waveguide is widened gradually to match 
the aperture impedance with the characteristic impedance in free 
space. This geometry does not create resonance, and it has a rela-
tively wide operating frequency band.

1.6  ANTENNA GAIN

In a transmitting antenna, the antenna gain describes the amount of 
power transmitted in the direction of peak radiation compared with 
an isotropic antenna. The opposite is true for a receiving antenna. As 
shown in Figure 1.15, an ideal isotropic antenna radiates uniformly 
in all directions.

When the same power is input to an antenna (e.g., a short dipole), 
the transmitting power density pd of the peak radiation along the y 
axis is greater than that of an isotropic antenna pi. As established in 
(1.33), the ratio between pd and pi is defined as the antenna gain Gi.

	
Gi =

pd
pi 	

(1.33)

Figure 1.15  Antenna directivity gain.
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16	 Basic Theory of Antennas

Additionally, this gain can be determined by the radiation 
pattern of the antenna under test (AUT) using the following proce-
dure. The power density at the observation point of the AUT can be 
obtained by using the radiation field in (1.16) as follows:

	
pd = 1

2Zo

E r,q,f( ) 2

	
(1.34)

When deriving the antenna gain, the same power is input to the AUT, 
and the power density of isotropic antenna can be obtained using 
(1.34):

	
pi = 1

4pr 2

1
2Zo

E r,q,f( ) 2
r 2 sinqdqdf

0

p

∫
0

2p

∫
	

(1.35)

The peak direction of the beam is denoted as (θo, ϕo), and the antenna 
gain can be obtained using (1.35):

	

Gi =
pd
pi

= 4p
D qo ,fo( ) 2

0

2p

∫ 0

p

∫ D q,f( ) 2
sinqdqdf

	

(1.36)

Compared with the isotropic antenna, the antenna gain is defined as 
the isotropic gain Gi in units of dBi. However, isotropic antennas are 
theoretical and are particularly difficult to use in practical antenna 
measurement. Therefore, the standard for antenna measurement is 
the λ/2 dipole antenna, and the gain compared with a λ/2 dipole 
antenna is defined as the relative gain Gd in units of dBd. The Gi of 
a λ/2 dipole is calculated as 2.15 dBi using the previous formula and 
(1.31), and the conversion of Gd to Gi is realized by Gi = Gd − 2.15 dBi.

1.7  ANTENNA PARAMETERS

This section presents the basic parameters of antennas, including 
input impedance, radiation resistance, effective length, and area, and 
it contains specific examples of parameters for λ/2 dipole antenna. 
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	 1.7  Antenna Parameters	 17

Additionally, the relation between the effective area of the antenna 
and the antenna gain is presented.

1.7.1  Impedance Matching

With respect to a circuital element functioning as a radio transmitter/ 
receiver, antennas are evaluated according to the frequency charac-
teristics of the input impedance as a complex value of Zi = R + jX. The 
real part of R involves the internal loss of the antenna (the antenna 
loss resistance Rl) and the loss factor based on electromagnetic wave 
radiation (antenna radiation resistance Rr). Antenna loss should be 
minimized for efficiency, and the ratio between Rl and Rr is defined 
in (1.37) by the radiation efficiency [7] as follows:

	
h =

Rr

Rl + Rr 	
(1.37)

The reactance part of X, which represents the reactive energy 
stored in the vicinity of an antenna, is changed by the function of 
frequency. The resonance frequency is defined at X = 0 and X = ± ∞ 
as series resonance and parallel resonance, respectively. The antenna 
input impedance must correspond with the impedance of the input 
and output ports of the radio equipment, which in most radio sys-
tems is Zo = 50Ω. A disparity in impedance at the antenna–radio 
equipment connection can be calculated using the reflection coeffi-
cient from the Zo side, as in (1.38):

	
Γ =

Zi − Zo

Zi + Zo 	
(1.38)

This reflected power level is described in decibels (dBs), and the 
frequency bandwidth is defined by the reflection at less than −10 
dB (the typical example used in journal papers). Additionally, the 
degree of impedance mismatch is defined using the voltage standing 
wave ratio (VSWR), which is denoted by ρ as follows:

	
r =

1 + Γ
1 − Γ 	

(1.39)
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18	 Basic Theory of Antennas

In practical antenna systems, typical VSWR values are ρ ≤ 1.1 for 
high-power broadcasting transmitting antennas, ρ ≤ 1.5 for cellular 
base station antennas, and ρ ≤ 2 or 3 for mobile terminal antennas.

1.7.2  Radiation Resistance and Input Impedance

The reactance part of input impedance is dominated by the stored 
energy in the vicinity of the antenna element. However, as it cannot 
be calculated using a simple formula, it is recommended that other 
publications are referenced. The real part of input impedance is radi-
ation resistance, which depends on far-field radiation and can be cal-
culated using a simple procedure as follows; let I be the input current 
of an antenna. The radiation power Pr is obtained using RrI2/2. Equa-
tion (1.40) can be obtained by integrating the power density over the 
entire solid angle:

	
Pr = 1

2
RrI

2 = 1
2Zo

E r,q,f( ) 2
r 2 sinqdqdf

0

p

∫
0

2p

∫
	

(1.40)

Using the radiation far field of the infinitesimal current element in 
(1.16), the radiation resistance of the short current element can be 
given as:

	
Rr = 80p 2 l

l
⎛
⎝⎜

⎞
⎠⎟

2

	
(1.41)

As there is no simple analytical formulation for the λ/2 dipole 
antenna, the radiation resistance of 73.13Ω can be obtained using 
the numerical integral for (1.40). An approximation formula for the 
input impedance of dipole antenna depicted in Figure 1.16 can be 
given as [8]:

	
Zi = R kol( ) − j 120 ln

l
a
− 1⎛

⎝⎜
⎞
⎠⎟ cot kol( ) − X kol( )⎧

⎨
⎩

⎫
⎬
⎭ 	

(1.42)

	 R x( ) = −1.636x + 28.24x 2 − 12.59x 3 + 8.985x 4
	 (1.43)

	 X x( ) = 9.748x + 14.23x 2 − 12.31x 3 + 6.934x 4
	 (1.44)
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	 1.7  Antenna Parameters	 19

This formula is valid for l < λ/2. In Figure 1.17, Zi is shown as a 
function of frequency and the reflection coefficient for the feed line 
impedance of 50Ω. This dipole length of 2l = 30 cm is half a wave-
length at 1 GHz, whereas due to the effect of the antenna thickness 
of a = 1 mm, the resonant frequency of X = 0 is 0.9 GHz. As shown in 
Figure 1.17(b), the frequency bandwidth of ⎪Γ⎪ ≤ −10 dB is approxi-
mately 18%.

1.7.3  Antenna Effective Length and Area

In a receiving antenna, the effective length multiplies the incoming 
wave power density to provide the RF open circuit voltage at the 
antenna feed. Figure 1.18 demonstrates that by converting the real 
current distribution to the uniform one, the effective length can be 
obtained as follows:

	
le = 1

I o
I z( )dz∫

	
(1.45)

Therefore, assuming the sinusoidal current distribution in (1.29), the 
effective length of λ/2 dipole antenna is λ/π.

Figure 1.19 depicts an equivalent circuit of the receiving 
antenna.

Figure 1.16  Geometry of dipole antenna.
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20	 Basic Theory of Antennas

The receiving voltage is given by Vo = Ele, where E is the electric 
field strength of incoming wave. The receiving power is calculated 
using the equivalent circuit, as follows:

	
Pr =

I l
2

2
Rl =

Vo

Zi + Zl

2
Rl

2
	

(1.46)

The condition for maximizing the receiving power is Zl = Z∗
i in 

which the asterisk denotes the complex conjugate of Zi. Under the 

Figure 1.17  Input characteristics of dipole antenna; l = 15 cm, a = 1 mm: (a) input 
impedance, and (b) reflection coefficient.
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	 1.7  Antenna Parameters	 21

impedance matching condition, the available power from the antenna 
can be obtained, as follows:

	
Pa =

Vo

2Rr

2
Rl

2
=
Vo

2

8Rr 	
(1.47)

Additionally, the receiving power at the antenna is represented by 
the product of the incoming plane wave with the power density of pi 
and the antenna’s effective area σe:

	 Pa = pise 	 (1.48)

Figure 1.18  Antenna effective length.

Figure 1.19  Open circuit voltage and equivalent circuit.
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22	 Basic Theory of Antennas

Then the effective area can be rewritten by (1.47) using Vo = Ele:

	

se =
Pa
pi

=

Vo
2

8Rr

1
2Zo

E 2
=

Zo

4Rr

le
2

	

(1.49)

From (1.49), the effective area of λ/2 dipole antenna is obtained as 
σe = (0.36λ)2, which represents the electrical area of the wire antenna 
that is available for capturing the incoming wave. As shown in Fig-
ure 1.20, the physical area (σp) of aperture antennas, such as the horn 
or parabolic antennas, is larger than the effective area.

The ratio between σe and σp is defined as the aperture efficiency:

	
h =

se

s p 	
(1.50)

1.7.4  Cross Sectional Area and Antenna Gain

The effective antenna area is proportional to antenna gain, and this 
section presents the relation between these two values. Assuming a 
receiving antenna is used at the impedance-matched condition of is 
Zl = Z∗

i, the effective area in (1.49) can be rewritten as follows:

	
se =

Zo

4Rr

le
2

	
(1.51)

Figure 1.20  Aperture efficiency of antenna.
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	 1.8  Array Antenna	 23

where the antenna input impedance is Zi = Rr + jX. The peak radi-
ation power density of the λ/2 dipole antenna is given by (1.30) at  
θ = π/2

	
pd =

1
2Zo

Eq
2
=

1
2Zo

jZoI o
2p

p
2
e− jor

r

2

=
ZoIo

2

8p 2r 2

	
(1.52)

Then the power density of the isotropic antenna in (1.35) can be 
rewritten using the radiation resistance:

	
pi = 1

4pr 2

1
2
RrIo

2⎛
⎝⎜

⎞
⎠⎟ = 1

8pr 2 RrIo
2

	
(1.53)

The definition of antenna gain provides (1.54):

	
Gi =

pd
pi

=
Zo

pRr 	
(1.54)

The replacement of the term of Zo/Rr in (1.51) with (1.54) allows the 
relation between σe and Gi to be expressed as:

	
se = l2

4pGi
	

(1.55)

where the effective length λ/π of the λ/2 dipole antenna is used. Equa-
tion (1.55) provides the effective area of antenna from the antenna 
gain and is valid for other antennas.

1.8  ARRAY ANTENNA

As described earlier, antenna patterns are determined by the shape 
and size of antenna elements. However, controlling the shape of 
antenna to obtain a desired pattern is difficult. The array antenna 
provides another pattern synthesis by controlling the amplitude and 
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24	 Basic Theory of Antennas

phase of each antenna element. This section presents the principles 
of an array antenna.

1.8.1  Linear Array Antenna

This section considers an equally spaced linear array antenna, as 
shown in Figure 1.21, which is a one-dimensional array on the x 
axis. Assuming the in-phase array, each element is excited in phase, 
and the far field in the zx plane of the array can be obtained by sum-
mation, as follows [9]:

	
g q( ) = e − jkor

r
ane

− j n−1( )d

n=1

N

∑
	

(1.56)

where an is the amplitude coefficient of nth element, and δ, which is 
defined as δ = kod sin(θ), shows the difference in path length of nth 
element by (n − 1)δ. Equation (1.56) is the summation of a geometric 
progression in case of an equal-amplitude array, such as an = 1.

	

g q( ) = C
e− jkor

r

sin
nd
2

⎛
⎝⎜

⎞
⎠⎟

nsin
d
2

⎛
⎝⎜

⎞
⎠⎟

,      C = ne
− j n−1

2
d

	

(1.57)

The radiation pattern is determined by its function with angular 
variables, which is defined in (1.58) as the normalized array factor:

Figure 1.21  Equally spaced linear array.
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ĝ q( ) =
sin

nd
2

⎛
⎝⎜

⎞
⎠⎟

nsin
d
2

⎛
⎝⎜

⎞
⎠⎟ 	

(1.58)

Figure 1.22 presents the array factor dominated by the element 
spacing d in which the maximum value of 1 at δ = 0, ±mπ, where m 
represents natural numbers. The main lobe is the center peak at δ = 0, 
and the other lobes are known as grating lobes. To increase the gain 
of the array antenna, the variable range of δ is required to satisfy the 
condition of ⎪δ⎪ < 2π. Additionally, this range is referred to as the 
visible region, which is observed region of the array antenna pattern. 
Outside of the region is the invisible region, as illustrated in Figure 
1.22. The condition of the visible region, excluding the grating lobes, 
can be rewritten as ⎪δ sin θ⎪ < 1; here, as ⎪sin θ⎪ ≤ 1; the array spac-
ing should be d < λ.

An advantage of the array antenna is to electrically change the 
main beam direction. The condition of the main beam tilted to θ = 
θo is given by:

Figure 1.22  Array factor of equally spaced linear array.
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26	 Basic Theory of Antennas

	
d = kod sinq − sinqo( ) 	

(1.59)

This exciting condition is provided by adding the progressive phase 
difference to each element. The additional phase of each element 
is (n − 1)kod sin θo. The variable range of δ should be ⎪kod(sin θ − 
sin θo)⎪ < 2π, excluding the grating lobes in the visible region. This 
formula can be rewritten as (1.60) using the condition of ⎪sin θ⎪ ≤ 1:

	
d < l

1 + sinqo 	
(1.60)

For the arbitrary tilt angle θo, the array spacing d should be d 
< λ/2. Figure 1.23 shows the array antenna patterns in dBs in which 
the number of elements is n = 2, 5, and 10. Due to the symmetry, the 
pattern for 0 ≤ θ ≤ 90° is shown. Increasing the number of elements 
causes the main beam width to narrow; however, the first side level is 
a constant value of −13.2 dB. The increase in the number of elements 

Figure 1.23  Array antenna pattern.
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	 1.8  Array Antenna	 27

extends the width of visible region. It does not alter the level of the 
first side lobe, but it does include many side lobes (see Figure 1.23).

This formulation is discussed by ignoring the radiation pattern 
of the antenna element. The pattern of the array is obtained using 
(1.57) by introducing the element pattern f(θ):

	
g q( ) = C

e− jkor

r
f q( ) ĝ q( )

	
(1.61)

To understand the array and element factor, a short dipole array 
is considered (see Figure 1.24). The radiation pattern of the short 

Figure 1.24  Three-element array.

Figure 1.25  Radiation pattern of three-element array: the solid line is array pat-
tern, the dotted line is element factor, the dashed and dotted line is array factor.
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dipole is approximated as that of the infinitesimal current element. 
The sin θ in (1.16) is rotated by 90° in Figure 1.24, and the element 
factor is f(θ) = cos θ. It can be seen in Figure 1.25 that the main lobes 
of the array pattern and array factor is almost identical. The effect of 
the element factor appears around θ = 90°, 270°, where null points 
of element factor reduce the level of the side lobe of the array fac-
tor. This result indicates that the array factor antenna dominates the 
radiation of an array antenna.

1.9  MUTUAL COUPLING

The performance of an array antenna is deteriorated by the mutual 
coupling between the array elements, and its effect should be 
reflected in the antenna’s design. This section describes a simple 
model of mutual coupling using two dipole antennas to determine 
its effect according to the spacing of the elements.

Figure 1.26 shows two dipole arrays with a spacing of d. The 
current amplitude and length of the dipole are also shown. As is dis-
cussed in Figure 1.8, the radiation pattern of the short dipole antenna 
is almost the same with when using a λ/2 dipole. First, the mutual 
coupling between two short dipoles is examined. The electric field 
radiated by the short dipole 1 is expressed using (1.13) at dipole 2 
after substituting π/2 into θ and d into r, respectively.

	

E21 = Zo

I1l1
4π ko

2 j
1
kod( ) +

1

kod( )2 − j
1

kod( )3

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
e− jkod

	

(1.62)

To excite the current I2 at the dipole 2 against the above electric 
field by dipole 1, the induced field of −E21 is required at the feed of 
dipole 2. The power density induced by this electric field is expressed 
by −E21I∗

2, and the total power required at dipole 2 is obtained by its 

Figure 1.26  Dipole array.
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integration along the length l2. Then the mutual impedance between 
two dipoles is defined, as follows:

Z21 = − 1
I1I 2

E21I 2
∗ dz∫ = Zo

l1l2
4p ko

2 j
1
kod( ) +

1

kod( )2 − j
1

kod( )3

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
e− jkod

 
� (1.63)
This procedure is known as the electromotive force method [9].

The following conversion provides the mutual coupling evalu-
ated by S parameters:

	 S[ ] = Ẑ[ ] + 1[ ]{ }−1
Ẑ[ ] − 1[ ]{ } 	 (1.64)

where [Ẑ ]  is the impedance matrix normalized by the value of Z11, 
and [1] is the unit matrix. Assuming that each dipole is excited 
by an ideal matching circuit to cancel its reactance part, the self-
impedance of Z11 and Z22 can be obtained by the radiation resistance 
of the short dipole.

Figure 1.27 illustrates the mutual coupling between two shorts 
dipoles using the previous procedure as well as the mutual coupling 
between two λ/2 dipoles. This calculation, which was performed 
by the electromagnetic simulation software FEKO [10], is in good 

Figure 1.27  Mutual coupling between two short dipoles: the solid line is the short 
dipole, and the dashed line is the λ/2 dipole.
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agreement with the calculation for the λ/2 dipole. In the design of the 
array antenna, λ/2 dipole array provides good approximation results.

The linear array discussed in Section 1.8.1 indicates that the 
spacing of the array element should be more than λ/2 for beam tilting. 
As shown in Figure 1.27, and with the exception of high-performance 
array antennas, the mutual coupling of −14dB for d = λ/2 is almost 
negligible.
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2
BASIC THEORY OF ELECTROMAGNETIC 

WAVE PROPAGATION

This chapter explains the fundamentals of electromagnetic (EM) 
wave propagation to understand the phenomena for mobile commu-
nication systems. The first part of this chapter describes the basic 
characteristics of the plane wave, such as propagation, reflection, 
transmission, and diffraction. Electromagnetic waves radiated from 
the base station arrive at a receiving point through several paths, 
which causes serious fluctuation known as fading. Its fundamental 
characteristics, derived by statistical models, and the diversity tech-
nique to overcome fading are described in the subsequent sections. 
Additionally, the paths of different lengths arrive at the receiving 
position with a time difference. The delay profile and angular pro-
file of electromagnetic waves are used to determine the properties of 
digital mobile communication systems.

2.1  CLASSIFICATION OF PROPAGATION PATHS

Electromagnetic waves transmitted from a base station arrive at a 
receiving terminal, propagating through several paths. A typical 
propagation path model from the base station installed at the top of a 
building is shown in Figure 2.1. At the receiving position A, the base 
station antenna can be seen, and a direct path is dominant. This is 
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32	 Basic Theory of Electromagnetic Wave Propagation

known as the line-of-sight (LOS) propagation. Position B is placed at 
the shadow region from the base station and is defined as non–line 
of sight (NLOS). As shown in Figure 2.1, microwaves used in the cur-
rent cellular system reach position B via reflection from the building 
wall, diffraction at the top corner of the building, and transmission 
through the building.

The strength of electromagnetic waves decreases as a function 
of the propagation distance because of the expansion of waves. This 
attenuation is known as the propagation loss. The received signal is 
decreased furthermore by the transmission, reflection, and diffrac-
tion. These factors are explained using simple models of wave prop-
agation in a later section.

2.2  PROPAGATION LOSS IN FREE SPACE

The transmitting and receiving positions are assumed to be placed 
in free space to obtain the propagation loss, and no obstacles exist 
along the propagation path. As shown in Figure 2.2, the transmitting 
power Pt is radiated uniformly into space, which is equivalent to use 
of an isotropic antenna defined in Section 1.6. The power density pd 
at the distance d from the transmitting position is given as follows:

	
pd =

Pt
4pd 2

	
(2.1)

Figure 2.1  Paths from base station to receiving point.

7040_Arai_V4.indd   327040_Arai_V4.indd   32 5/12/22   4:59 PM5/12/22   4:59 PM



	 2.2  Propagation Loss in Free Space	 33

The next step is to obtain the receiving power by introducing 
the antenna gain. The models to derive the receiving power using the 
propagation loss are shown in Figure 2.3. The transmitting antenna 
gain Gt increases the power density, and the receiving power Pr can 
be obtained using the cross-sectional area of the receiving antenna 
defined by (1.55) as follows [1]:

	
Pr = Gt

Pt
4pd 2

l2

4pGr = l
4pd

⎛
⎝⎜

⎞
⎠⎟

2

GrGtPt
	

(2.2)

where Gr is the antenna gain of the receiving antenna and d is the 
distance between the transmitting and receiving antennas. The term 
(λ/4πd)2 in (2.2), the loss factor due to propagation distance, is desig-
nated as a propagation loss.

Figure 2.2  Transmitting power and power density.

Figure 2.3  Propagation distance and propagation loss.
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34	 Basic Theory of Electromagnetic Wave Propagation

2.3  REFLECTION AND TRANSMISSION AT THE BOUNDARY

The boundary value condition determines how electromagnetic 
waves are reflected and transmitted through obstacles. The condition 
is that the tangential components of electric and magnetic fields are 
continuous across a boundary when no charges and current sources 
exist on the boundary. Figure 2.4 shows a simple model in which 
the wave is perpendicularly incident on the boundary between two 
consecutive obstacles.

The boundary separates regions 1 and 2, where the character-
istic impedance in each region is denoted as Z1 and Z2, respectively. 
The reflected wave has the opposite magnetic field to that of the inci-
dent one using the definition of Poynting vector as follows [2]:

	
S = 1

2
Real E × H ∗( )

	
(2.3)

where the asterisk denotes the complex conjugate of the magnetic 
field of the incident wave. The Poynting vector defines the direc-
tion of the propagating wave, and its amplitude is the power den-
sity of the wave. The subscript in each field indicates the incident, 
reflected, and transmitted waves, respectively.

Figure 2.4  Reflection and transmission at the boundary.
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Tangential field components at the boundary should satisfy the 
following boundary value conditions:

	 1 + Γ( )Ei = Et ,   1 − Γ( )Hi = Ht 	 (2.4)

where Γ is the reflection coefficient of an electric field, and the 
reflected wave is described by Er = ΓEi and Hr = −ΓHi. The mag-
netic field in each region may be expressed using the characteristics 
impedance and the electric field, and the reflection coefficient can 
be obtained by solving (2.4) as follows [3]:

	
Γ =

Z2 − Z1

Z2 + Z1 	
(2.5)

It should be noted that the reflection coefficient is Γ = −1, assuming 
that region 2 is the perfect conductor, (Z2 = 0).

Then, the oblique incidence is considered using the wavenum-
ber vectors as shown in Figure 2.5. The incident and reflection angles 
are denoted as θi and θr in region 1 and the transmission angle is θt 
in region 2. The wavenumber vector describes the wavelength of the 
electromagnetic waves. Since the waves are continuous, they should 

Figure 2.5  Wave number of oblique incidence, (a) incident wave vector, (b) reflec-
tion wave vector, and (c) transmission wave vector.
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36	 Basic Theory of Electromagnetic Wave Propagation

follow the following boundary condition to avoid the discontinuity 
[4].

	 k1 sinqi = k1 sinqr ,      k1 sinqi = k2 sinqt 	 (2.6)

The first equation provides the law of reflection, which states that the 
incident and reflection angles are identical. The second is the same 
as Snell’s law. The refractive index ni in each region is described in 
(2.7):

	
ni = c

v i

=
eimi

eomo
,   i = 1,2

	
(2.7)

where c is the velocity of light and εo, μo, is the permittivity and per-
meability in free space. Using (2.6) and (2.7), a well-known formula of 
Snell’s law is obtained as follows:

	

sinqi
sinqt

=
n1

n2 	
(2.8)

Snell’s law defined by (2.8) is a formula of the relationship 
between the incident and reflection angles, referring to waves pass-
ing through a boundary between two different regions.

2.4  OBLIQUE INCIDENCE

This section describes the oblique incidence of electromagnetic 
waves on the boundary to obtain the reflection and transmission 
coefficient in general. Figures 2.6 and 2.7 show two incident cases, 
parallel and orthogonal polarization, respectively. The boundary 
plane is placed at y = 0, and the xy plane is known as the incident 
plane. Assuming that the incident electric and magnetic fields are 
orthogonal to one another, as in Section 2.2, the parallel polarization 
of the electric field parallel to the incident plane is defined as shown 
in Figure 2.6. The magnetic field parallel to the incident plane is 
specified by the orthogonal polarization (Figure 2.7). Additionally, 
the parallel and orthogonal polarization is known as the transverse 
magnetic (TM) and transverse electric (TE) polarization. In TM and 
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TE cases, the normal component to the incident plane is selected to 
designate the polarization.

The reflection and transmission coefficients are obtained using 
the same procedure as in Section 2.2, solving the simultaneous equa-
tions using the tangential components at the boundary surface. The 
results for the parallel polarization are as follows:

	
Rp =

Er

Ei

=
Z1 cosqi − Z2 cosqt
Z1 cosqi + Z2 cosqt

=
m1n

2 cosqi − m2 n2 − sin2 qi
m1n

2 cosqi + m2 n2 − sin2 qi 	
(2.9)

Figure 2.6  Parallel polarization (transverse magnetic).

Figure 2.7  Orthogonal polarization (transverse electric).
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Tp =

Et

Ei

=
2Z2 cosqi

Z1 cosqi + Z2 cosqt
=

2m2ncosqi
m1n

2 cosqi + m2 n2 − sin2 qi 	
(2.10)

And those of the orthogonal polarization are as follows:

	
Ro =

Er

Ei

=
Z2 cosqi − Z1 cosqt
Z2 cosqi + Z1 cosqt

=
m2 cosqi − m1 n2 − sin2 qi
m2 cosqi + m1 n2 − sin2 qi 	

(2.11)

	
To =

Et

Ei

=
2Z2 cosqi

Z2 cosqi + Z1 cosqt
=

2m2 cosqi
m2 cosqi + m1 n2 − sin2 qi 	

(2.12)

where the subscript p or o denotes the parallel or orthogonal polar-
ization, respectively, and the ratio of the refractive index is denoted 
as n = n2/n1.

Figure 2.8 shows an example of the reflection and transmission 
coefficient as a function of the incident angle for the parallel polar-
ization, where the permeability in regions 1 and 2 is the same and n2 
= 2. It should be noted that the reflection coefficient becomes zero at 
a specific incident angle known as Brewster’s angle around θi = 55° 

Figure 2.8  Reflection and transmission coefficient of parallel polarization for μ1 = 
μ2, n2 = 2.
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in Figure 2.8. This angle can be obtained from (2.9) for μ1 = μ2 as 
follows:

	
cosqi = 1

n2 + 1 	
(2.13)

Brewster’s angle is obtained only for the parallel polarization 
and not for the orthogonal polarization, assuming the same perme-
ability in both regions [4]. This is because (2.11) shows that the con-
dition for Ro = 0 can be given by n2 = 1, which indicates identical 
electrical parameters in both regions.

2.5  EFFECT OF GROUND REFLECTION

This section describes the effect of reflection from the ground. Figure 
2.9 shows that electromagnetic waves transmitted from point O arrive 
at the receiving point A via a direct path OA and ground reflected path 
OP + PA. The intersection of the path can obtain reflection point P,  
O ′A , and the ground level line, assuming an image of point A′. This 
is based on Fermat’s principle that a ray between two given points is 
taken the path traveling in the least time [5]. The received electric 
field can be given by the addition of two paths as follows:

	
EA = Eo

e − jkod1

d1

+ R
e − jkod2

d2

⎛
⎝⎜

⎞
⎠⎟ 	

(2.14)

Figure 2.9  Direct patch and reflection from the ground.
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where Eo and R are the amplitude of the transmitted wave and the 
reflection coefficient of the ground, respectively. Equation (2.15) 
approximates the difference between the two paths, assuming the 
distance d is much larger than h1 and h2.

	
d2 − d1 ≅

2h1h2

d 	
(2.15)

The receiving electric field can be obtained by substituting (2.15) into 
(2.14) and by approximating the denominator in (2.14) as d1 = d2 ≅ d:

	
EA ≅ Eo

e − jkod1

d
1 + Re

− j
2koh1h2

d
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪ 	
(2.16)

Additionally, the ground can be regarded as the perfect conductor 
(R = −1) and the absolute value of (2.16) is rewritten as follows [6]:

	
EA ≅

Eo

d
1 − e

− j
2koh1h2

d =
2Eo

d
sin

koh1h2

d
⎛
⎝⎜

⎞
⎠⎟ 	

(2.17)

The receiving electric field strength at point A is changed periodi-
cally by increasing A’s height (see Figure 2.10), which is known as 
the height pattern. Figure 2.11 presents the variation of ⎪EA⎪ as a 
function of the distance d, where the heights h1 and h2 are taken as 
fixed values. The strength of ⎪EA⎪ in (2.17) is changed to the spec-
ified distance as shown in Figure 2.11, and its periodical variation 
is expired after that. This position, known as the breakpoint, can be 
obtained from the difference between two paths being less than λ/2 
as follows:

	
db =

4h1h2

l 	
(2.18)

When the distance d is much larger than h1 and h2 and satisfies 
the condition of d ≫ h1h2, (2.17) can be rewritten as:

7040_Arai_V4.indd   407040_Arai_V4.indd   40 5/12/22   4:59 PM5/12/22   4:59 PM



	 2.5  Effect of Ground Reflection	 41

	
EA ≅

2Eokoh1h2

d 2
	

(2.19)

The electric field strength is proportional to 1/d2, and then the power 
level decreases by 1/d4 beyond the breakpoint. In Figure 2.11, the 

Figure 2.10  Height pattern.

Figure 2.11  Break point; f = 2GHz, h1 = 10, and h2 = 1m.
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distance of the breakpoint is db = 266m. This is a simple propagation 
model, and the power decrease beyond db is larger than 1/d4 in a real 
environment.

2.6  KNIFE-EDGE DIFFRACTION

Electromagnetic waves can be received in the shadow region via 
reflection and diffraction as described in Section 2.1. The reflection 
characteristics are explained in the preceding sections, then knife-
edge diffraction is discussed in this section. As Figure 2.12 shows, 
mountains and buildings are approximated as a knife-edge. T and R 
denote the transmitting and receiving positions, and u is the length 
from the straight line of TR  to the edge top. The LOS environment is 
obtained from u < 0, and the NLOS by u > 0.

Diffracted waves from the knife-edge can be obtained by assum-
ing the source sheet extension in the semi-infinite region S above the 
edge, which is designated as −∞ < x < ∞, y > H and z = 0, as shown in 
the coordinate system in Figure 2.13. Based on Huygens’ principle, 
the secondary sources can be given by the electromagnetic waves at 
the source sheet region from the transmitting point T. At the P(x, y) 
on the source sheet, the electromagnetic wave is expressed as:

	
EP = Eo

e − jkor1

r1 	
(2.20)

Figure 2.12  Knife-edge diffraction.
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where Eo is the amplitude coefficient. The receiving electric field can 
be obtained by integrating the source sheet as follows:

	
ER =

j2koEo

4p
e− jor1

r1

e− jor2

r2
dS

S
∫

	
(2.21)

Assuming x,y ≫ d1,d2, the distances r1 and r2 can be approximated 
by (2.22) as:

	
ri ≅ di +

x 2 + y 2

2di

,   i = 1,2
	

(2.22)

This approximation is effective because most electromagnetic waves 
are concentrated around the edge top at x = 0, y = H.

Substituting (2.22) into (2.21), the receiving field ER can be 
rewritten as follows:

	
ER ≅

j2koEo

4p
e − jko d1+d2( )

d1d2

e
− jko

x 2+y 2

2d1 e
− jko

x 2+y 2

2d2 dx dy
H

∞

∫
−∞

∞

∫
	

(2.23)

Figure 2.13  Coordinate system of knife-edge.
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where the integrals in (2.23) are given by the Fresnel integral [7]:

	
C s( ) = cos

p
2
t2⎛

⎝⎜
⎞
⎠⎟ dt

0

s

∫ ,   S s( ) = sin
p
2
t2⎛

⎝⎜
⎞
⎠⎟ dt

0

s

∫
	

(2.24)

Introducing a new variable u for edge height H by (2.25), the dif-
fracted fields are expressed as follows [8]:

	
u = H

2
l

1
d1

+ 1
d2

⎛
⎝⎜

⎞
⎠⎟ 	

(2.25)

No knife-edge case (free space propagation) is given by u → −∞:

	
ERo = Eo

e− jko d1+d2( )

d1 + d2 	
(2.26)

The receiving point in the shadow region by knife-edge is des-
ignated by u ≥ 0 and the diffraction coefficient S(u) can be obtained 
from the diffracted field normalized by (2.26) as follows:

	
S u( ) = ER

ERo

= 1
2

1
2
− j

1
2
+ C u( ) − jS u( ){ },   u ≥ 0

	
(2.27)

The direct path from T to R is not shadowed for u < 0, and the S(u) is 
given by replacing u with u′ = −u:

	
S ′u( ) = ER

ERo

= 1
2

1
2
− j

1
2
− C ′u( ) − jS ′u( ){ } ,   u < 0

	
(2.28)

Figure 2.14 shows the diffraction coefficient of the knife-edge.
In the LOS environment for u < 0, the S(u) varies periodically and 
converges to the free space level of ERo. The S(u) often exceeds the 
free space case, which is as the diffraction gain. This phenomenon is 
remarkable at u ≅ 0 as shown in Figure 2.14. In the shadow region, u 
> 0, the diffracted field decreases exponentially.
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The knife edge diffraction is also given by the Vogler solu-
tion and is extended to the case of multiple edges using a formula 
expressed as multiple diffraction integrals. The method is obtained 
by the use of the repeated integrals of the error function, which can 
improve the computation accuracy [9, 10].

2.7  FRESNEL ZONE

Due to the phase mismatch between the direct and diffracted paths, 
the diffracted field by the knife edge becomes greater or smaller than 
the free space level. This phase difference is described in detail in 
this section. Figure 2.15 shows the geometry to consider the location 
of the obstacle to create diffracted waves. An interference object Q 
is located on the z-axis, and the distance of the transmission T and 
receiving R positions from the origin is d1 and d2, respectively. The 
difference between the direct and diffracted paths is approximated 
by assuming that the Q position is much smaller than d1 and d2 as 
follows:

	
Δd = d1

2 + z2( ) + d2
2 + z2( ) − d1 − d2 ≅ z2

2
1
d1

+ 1
d2

⎛
⎝⎜

⎞
⎠⎟ 	

(2.29)

Figure 2.14  Diffraction coefficient of knife-edge.
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This distance difference is examined using the detracted coefficient 
in Figure 2.14. When the difference is λ/2, the object position can be 
obtained as follows:

	

z = l
1
d1

+ 1
d2

⎛
⎝⎜

⎞
⎠⎟ 	

(2.30)

Substituting (2.30) into (2.25), the variable u = 2  is obtained. 
In this case the edge is below the line of TR, and the diffracted wave 
enhances the direct path and is defined as the first Fresnel zone. In 
the next region of λ/2 < Δd < λ ( 2  < u < 2), the direct path is weak-
ened by the diffracted one and is defined as the second Fresnel zone 
[11]. Similarly, the diffracted wave enhances the direct path in the 
odd number zone and vice versa in the even number zone.

The Fresnel zone exists as a ring around the line of TR and, 
when the origin moves along the TR, it becomes a spheroid. To avoid 
variations in the direct path between the transmitting and receiving 
positions, the interference object should not be present inside the 
first Fresnel region.

2.8  FADING STRUCTURE

Multipath fading occurs when electromagnetic waves emitted by a 
transmitting antenna reach the receiving point P through various 

Figure 2.15  Fresnel zone.
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reflections and diffractions. This section describes the fading struc-
ture from a statistical perspective. The signals arriving at point P are 
concentrated in a horizontal plane when the transmitting antenna 
is located far from the point P. Figure 2.16 shows that the receiv-
ing point P on a vehicle moves with a velocity of v (m/s). For this 
situation, N waves arrive from the Φi direction, each with an ampli-
tude Ai and phase ψi. The time-varying electric field Er(t) at point P is 
expressed in terms of the angular frequency, ωc as [12]:

	
Er t( ) = Ai cos wct + y i( )

i=1

N

∑ ,   y i = z i + 2p vl cosΦ i
	

(2.31)

where the phase ψi consists of the phase delay of the receiving signal 
ζi and the frequency shift due to the Doppler effect caused by the 
movement of the vehicle. Using standard trigonometric expressions 
to expand (2.31), Er(t) can be rewritten as follows:

	

Er t( ) = xi t( )coswct
i=1

N

∑ − y i t( )sinwct
i=1

N

∑
= x t( )coswct − y t( )sinwct 	

(2.32)

where xi(t) = Ai cos ψi and yi(t) = Ai sin ψi.
When the amplitudes of the individual waves Ai are almost the 

same and the phase ζi changes randomly, the coefficients of x(t) and 
y(t) are given by the Gaussian distributions:

	
x t( ) = 1

2ps
exp − x 2

2s 2

⎛
⎝⎜

⎞
⎠⎟
,   y t( ) = 1

2ps
exp − y 2

2s 2

⎛
⎝⎜

⎞
⎠⎟ 	

(2.33)

Figure 2.16  Arrival waves at moving vehicle.
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where the mean values of both xi(t) and yi(t) are 0, with the same 
variance σ as:

	
s 2 = 1

N
xi t( )

i=1

N

∑ = 1
N

y i t( )
i=1

N

∑
	

(2.34)

It should be noted that σr = 2σ2 is defined as the average of receiving 
power.

The Gaussian distributions x(t) and y(t) are replaced by the fol-
lowing probability density function, assuming x(t) and y(t) are inde-
pendent of each other as:

	
f x,y( ) = 2

ps r

exp − x
2 + y 2

s r

⎛
⎝⎜

⎞
⎠⎟ 	

(2.35)

In (2.35), the amplitude of the total receiving field strength is 
defined r = x 2 + y 2  as shown in Figure 2.17, then the amplitude 
probability in the range r to r + dr is obtained by integrating (2.35) 
over the region 0 ≤ θ ≤ 2π after employing the transformations x = r 
cos θ and y = r sin θ as:

	
p r( ) = 2prf x,y( ) = 2r

s r

exp − r
2

s r

⎛
⎝⎜

⎞
⎠⎟ 	

(2.36)

Equation (2.36) is known as the Rayleigh distribution [13]. 
From a practical viewpoint, it is useful to express the receiving field 

Figure 2.17  Rayleigh distribution.
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strength as the probability function to determine whether the field 
strength is less than a critical level R. Then, the cumulative probabil-
ity of a received signal level less than R is given as follows:

	
P R( ) = p r( )dr

o

R

∫ = 1 − exp − R
2

s r

⎛
⎝⎜

⎞
⎠⎟

	
(2.37)

The Rayleigh distribution is the summation of independent 
waves with almost the same amplitude. As shown in Figure 2.18, if 
the signal is composed of a dominant wave r0 and several weak scat-
tered waves, the receiving signal is given by a Gaussian distribution 
as the following probability density function:

	
f r,f( ) = r

2ps 2 exp −
ro

2 − 2ror cosf + r 2

2s 2

⎛
⎝⎜

⎞
⎠⎟ 	

(2.38)

where the parameters in (2.38) are defined in Figure 2.19. Using 
the same transformations in (2.35), the probability function can be 
obtained, known as Nakagami-Rice distribution [14, 15]:

	
p r( ) = f r,f( )df

0

2p

∫ = r
s 2 exp −

ro
2 + r 2

2s 2

⎛
⎝⎜

⎞
⎠⎟
I o

ror
s 2

⎛
⎝⎜

⎞
⎠⎟

	
(2.39)

Figure 2.18  Dominant and 
scattered waves. Figure 2.19  Nakagami-Rice distribution.
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50	 Basic Theory of Electromagnetic Wave Propagation

The Io(u) is the zero-order modified Bessel function. The ratio 
between the dominant and scattered waves is defined by the K-factor 
as follows:

	
K =

ro
2

2s 2 ,      ro
2 + 2s 2 = 1

	
(2.40)

Figure 2.20 shows the probability function of (2.39). Its peak 
level is increased for the strong dominant wave case, that is, the large 
K-factor. The probability of K = 0 corresponds to the Rayleigh distri-
bution because only the scattered waves exist.

The distribution defined by (2.37) is known as the cumulative 
distribution function. Figure 2.21 shows Nakagami-Rice distribution 
substituting (2.39) into (2.37). The probability takes 0.5 for all K-fac-
tors at r = 0 dB, which is characterized as a medium value. These 
distributions show the probability of appearance for the specific fad-
ing depth (the abscissa in Figure 2.21). The P(r) = 0.01 for K = 0 and 
r = −20 dB means that the fading depth of less than −20 dB indicates 
the probability of 0.01 or less. In other words, the receiving electric 
field strength of more than -20 dB indicates the probability of 0.99 
or more.

Figure 2.20  Probability of Nakagami-Rice distribution.
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2.9  DIVERSITY RECEPTION

The receiving electric field at the mobile terminal varies with the mul-
tipath fading described in Section 2.7. Figure 2.22 shows an example 
of receiving field strength along the moving direction, where seven 
random incoming waves are assumed in Figure 2.16.

Figure 2.21  Cumulative distribution function of Nakagami-Rice distribution.

Figure 2.22  Electric field distribution along moving position; f = 2GHz, seven ran-
dom waves.
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One technique to reduce the influence of deep fading is diver-
sity reception using several simultaneously received independent 
signals and synthesizing them to compensate for fading. Figure 
2.23 shows a simple fading model using two forward and backward 
waves, producing a standing wave with a period of λ/2. When two 
receiving points are placed with λ/4 spacing, either e1 or e2 avoids 
the minimum electric field by the fading. This technique is known 
as space diversity.

Antenna, frequency, and time are the three basic types of diver-
sity systems. The antenna diversity approach is independent of the 
type of communication system, whereas the other two methods 
depend on it. To help prevent fading, antenna diversity strategies 
employ various methods such as using multiple independent trans-
missions from various antennas spaced apart and using two orthog-
onal polarization components to create polarization variety. The 
antenna pattern diversity is another strategy that uses signals from 
antennas with varied antenna emission patterns. The antenna pat-
tern diversity, also known as angular diversity, has been utilized to 
decrease fading caused by time changes from signals reflected from 
the ionosphere for overseas wireless communications in the high fre-
quency (HF) band (3–30 MHz).

The envelope of the receiving signal for each diversity branch 
is combined to obtain the diversity effect by selecting the branch at 
a higher level. Figure 2.24 shows the cumulative probability distri-
butions in a Rayleigh environment, where the receiving fields are 
shown with and without the diversity reception. An evaluation factor 
for diversity effect is the diversity gain. In Figure 2.24, the diversity 

Figure 2.23  Space diversity reception.
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gain Gd is defined by the difference in the receiving level at P(r) = 
0.01 between the two curves. Gd = 12 dB is obtained in this example.

2.10  DELAY PROFILE

In wireless high-speed digital transmission, the previously trans-
mitted data packet can arrive at the receiving point along with the 
currently transmitted data packet. The techniques to eliminate these 
effects are diversity reception, adaptive antenna pattern forming, 
and signal processing system. To select an appropriate method for 
designing a communication system, the characteristics of the delayed 
signal should be estimated in advance.

The base station transmits a pulse signal for the delayed signal 
measurement, and the mobile terminal receives an echo. Figure 2.25 
shows an example of an actual delayed signal profile received at a 
fixed observation point. To make it easier to understand the defini-
tion of the delay profile, the actual received signal is modeled using a 
simple waveform, as shown in Figure 2.26. The distribution function 

Figure 2.24  Diversity gain; solid line without diversity, dashed line with diversity.
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54	 Basic Theory of Electromagnetic Wave Propagation

of the delay profile is denoted via f(t). Thus, the received power Pm 
is given by:

	

Pm = f t( )dt
t0

t1

∫
	

(2.41)

where t0 is the time at which f(t) first exceeds the noise level, L0, and 
t1 is the time at which f(t) next drops down to the noise level L0.

The second evaluation factor TD is defined as the mean of the 
delay time as [16]:

	

TD = 1
Pm

t − t0( ) f t( )dt
t0

t1

∫
	

(2.42)

Figure 2.25  Measured delay profile.

Figure 2.26  Delay profile model.
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from which the delay spread or standard deviation of f(t) may be 
defined as follows:

	
S = 1

Pm
t − t0( )2

f t( )dt
t0

t1∫ − TD
2

	
(2.43)

Several simple mathematical models can express the delay pro-
file. Figure 2.27 shows the double spike model in which direct and 
other paths arrive at receiving points at t = t1 and t2, respectively. 
The delay profile function of this model can be given using the delta 
function δ(x) as:

	
p t( ) = 1

P1 + P2

P1d t − t1( ) + P2d t − t2( ){ }
	

(2.44)

Substituting (2.44) into (2.42) and (2.43), the mean of the delay and the 
delay spread can be obtained as follows:

	
TD =

t1P1 + t2P2

P1 + P2

,   S =
P1P2

P1 + P2

t2 − t1( )
	

(2.45)

Figure 2.28 shows the exponential function model in which the 
delay profile decays exponentially as:

	
p t( ) = 1

s0

exp −
t − t0

s0

⎛
⎝⎜

⎞
⎠⎟
U t − t0( )

	
(2.46)

Figure 2.27  Double spike model.
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where U(x) is the unit function defined: U(x) = 1, x ≥ 0, and U(x) = 0, 
x < 0. The mean of the delay and the delay spread can be obtained as:

	 TD = s0,      S = s0 	
(2.47)

2.11  ANGULAR PROFILE

The electromagnetic waves radiated from the base station arrive at 
the mobile terminal in several different paths, which causes the time 
delay described in Section 2.10 and the spread of arrival angles. The 
angular profile is defined in the same manner as the delay profile. 
The reference angle fixed at the mobile terminal side by ϕ = 0° is 
usually the direction of the base station. Let the arrival power level 
as P(ϕ) in the horizontal plane, then the angular spread is defined as:

	

Sf =
P f( ) f − f0( )2

df
−p

p

∫
P f( )df

−p

p

∫ 	

(2.48)

where the average angle ϕo is given as:

Figure 2.28  Exponential function model.
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f0 =
P f( )fdf

−p

p

∫
P f( )df

−p

p

∫ 	

(2.49)

The angular spread in the vertical plane is defined in the same 
manner. Several simple mathematical models can express the angu-
lar profile. Figure 2.29 shows the Gaussian and Laplacian distribu-
tions and are defined as follows:

	
P f( ) = exp − f2

2Sf

⎛

⎝⎜
⎞

⎠⎟ 	
(2.50)

	

P f( ) = exp −
2 f − f0

Sf

⎛

⎝
⎜

⎞

⎠
⎟

	

(2.51)

Figure 2.29  Angular profile model, solid line is Laplacian distribution, and dotted 
line is Gaussian distribution.
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3
FUNDAMENTALS OF ANTENNAS AND 

PROPAGATION MEASUREMENT

This chapter describes the fundamentals of antennas and propaga-
tion measurement to verify the performance of antennas under test. 
The antenna performance is characterized using the input imped-
ance and radiation pattern. The first part describes the measurement 
of the input impedance using a standing wave in the transmission 
line. A network analyzer can easily determine the frequency char-
acteristics of the antenna impedance. The theory and calibration 
techniques are presented, which include the introduction of the 
Smith chart to easily understand the impedance characteristics. The 
second part describes the antenna pattern measurements in the far 
and near fields. Evaluation parameters using the antenna pattern are 
also defined. The last part of this chapter presents the propagation 
measurements, which depend on the statistical analysis of huge, cor-
rected data using the technical terms for propagation.

3.1  IMPEDANCE MEASUREMENT

The antenna characteristic is defined as an input impedance of elec-
trical circuits. Initially, the reflection coefficient measured in the 
feeding transmission line connected to the test antennas is presented. 
The reflection coefficient can be transformed into antenna input 
impedance, which can be easily observed using the Smith chart. The 
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60	 Fundamentals of Antennas and Propagation Measurement

theory of transformation and how to use the chart are explained. 
The performance of several closely located antennas is characterized 
using the S-parameter network. The definition of an S-parameter and 
its relationship with the impedance matrix are described. In prac-
tical measurements, the connection of the test antenna to the feed-
ing line must be considered according to the transmission line type, 
such as balanced and unbalanced lines. The use of a balun to con-
nect different line types is presented in the last part of this section.

3.1.1  Reflection Coefficient

Most RF output and input ports are designed to have an impedance 
of 50Ω. Therefore, the antenna input impedance should match this 
value. Figure 3.1 shows the model used to determine the impedance 
mismatch between a transmission line with impedance Zo and ter-
minating load impedance ZL. The reflection coefficient at z = 0 can 
be defined as [1]:

	
Γ 0( ) = V2

V1

=
ZL − Zc

ZL + Zc 	
(3.1)

where V1 and V2 are the amplitudes of the forward- and back-
ward-propagated voltages in the transmission line. The propagation 
constant is denoted as jβ, assuming a lossless transmission line. 

Figure 3.1  Reflection form load and impedance on transmission line.
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Then, the voltage and current are varied according to the following 
functions:

	
V z( ) = V1 e + jbz + Γ 0( )e − jbz( ) 	 (3.2)

	
I z( ) = V1

Zc

e + jbz − Γ 0( )e − jbz( )
	

(3.3)

The impedance at an arbitrary position in the transmission line 
is given by (3.2) and (3.3) as:

	
Z z( ) = V z( )

I z( ) =
ZL + jZc tan bz( )
Zc + jZL tan bz( ) 	

(3.4)

where Γ(0) is rewritten using (3.1).
Figure 3.1 shows that the voltage standing wave changes with 

period λ/2, and the maximum and minimum voltages are known as 
antinode and node, respectively. Measurement of first node distance 
lmin from the load and the ratio of V(lmin) and I(lmin) allows the load 
impedance to be calculated by solving (3.4). Simultaneous measure-
ment of the voltage and current distributions in the transmission 
line is difficult; thus, voltage measurement is only performed with 
the aid of the Smith chart [2].

Figure 3.2 shows two impedance-mapping cases. The normal-
ized impedance in the transmission line can be obtained using (3.1) 
as follows:

	
Ẑ z( ) = Z z( )

Zc

= r + jx = 1 + Γ
1 − Γ 	

(3.5)

where real part r is positive (i.e., r ≥ 0), whereas imaginary part x 
varies from −∞ to +∞, as shown in Figure 3.2(a). The reflection coef-
ficient takes the value of ⎪Γ⎪ ≤ 1 and is expressed as follows:

	
Γ = u + jv =

r − 1 + jx
r + 1 + jx 	

(3.6)
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After this transformation, three infinite points, namely, r = ∞, 
x = −∞, and x = +∞, converge to a single point, as shown in Figure 
3.2(b). Markers A to I, which indicate the impedance positions shown 
in Figure 3.2(a), are transformed on the uv plane, as shown in Figure 
3.2(b). Any r and x constant lines are given by the following circles:

	
u − r

r + 1
⎛
⎝⎜

⎞
⎠⎟

2

+ v 2 = 1
r + 1

⎛
⎝⎜

⎞
⎠⎟

2

,      u − 1( )2 + v − 1
x

⎛
⎝⎜

⎞
⎠⎟

2

= 1
x

⎛
⎝⎜

⎞
⎠⎟

2

	
(3.7)

A circle with radius ρ is shown in Figure 3.2(b) to represent the volt-
age standing wave ratio (VSWR) as follows:

	
r =

1 + Γ
1 − Γ

=
Vmax

Vmin 	
(3.8)

The impedance in the transmission line moves along the circle with 
radius ρ according to (3.4). The clockwise and counterclockwise 
motion directions are denoted as l–/λ and l+/λ, respectively. Figure 
3.1 shows that l–/λ and l+/λ are known as the directions toward the 

Figure 3.2  Impedance mapping: (a) impedance on rx plane, and (b) impedance 
on uv plane.
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generator and load, respectively. The standing wave period is λ/2. 
Then, the measurement point in the Smith chart returns to the same 
position after one rotation.

3.1.2  Smith Chart

Figure 3.2(b) shows the Smith chart, which is utilized to determine 
the value of the load impedance by measuring the VSWR in the 
transmission line and to determine the impedance-matching condi-
tion of the load. A classical VSWR measurement is performed using 
a coaxial waveguide terminated with a load. The distributions of the 
standing wave and node positions are measured through a longitu-
dinal slit in the outer conductor of the coaxial waveguide. Figure 3.3 
shows the procedure for determining the load impedance using the 
Smith chart.

Figure 3.1 shows that the first node position from the load is 
denoted as lmin. The measured VSWR, which is the ratio of the max-
imum and minimum voltage of the standing wave, defines a circle 
with radius ρ, as determined by (3.8). The two-point intersections 
in the u axis and VSWR circle represent a node at the left and an 
antinode at the right, respectively. The node corresponds to the posi-
tion of the minimum voltage at distance lmin from the load. The load 
impedance can be obtained from the Smith chart by rotating the 
measurement point from the node by an angle equivalent to βlmin/λ 
toward the load side of the chart, as shown in Figure 3.3. The scales 
of rl and xl that cross the circle with radius ρ indicate the value of the 
normalized impedance of the load.

The aforementioned impedance is investigated at a fixed fre-
quency. To find the matching condition of the load, frequency char-
acteristics are often used in the measurement. Figure 3.4 shows a typ-
ical locus of the measured load impedance. The measurement point 
rotates clockwise from low frequency fl to high frequency fh. The 
center of the chart shows the impedance-matching point between 
the load and transmission line, and its frequency is denoted as fo, as 
shown in Figure 3.4. The matching condition is defined by a VSWR 
value that is less than the specific value of ρ in which the impedance 
locus is inside the circle with radius ρ. The gray area in Figure 3.4 
shows this region at VSWR ≤ ρ1.
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3.1.3  S-Parameter Measurement

The load impedance characteristics are usually measured using the 
scattering parameters or S-parameters by a network analyzer. The 
S-parameters describe the input and output relationship of an elec-
trical circuit, as shown in Figure 3.5. Ports 1 and 2 of a two-port 

Figure 3.3  Impedance locus on Smith chart.

Figure 3.4  Examples of impedance locus on Smith chart.
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network are connected to the transmission line with characteristic 
impedance Zc. By denoting the port voltage and current as Vi and Ii 
(i = 1,2), respectively, the normalized waves inward and outward the 
network are expressed as follows:

	
ai =

Vi + ZcI i
2 Zc

,   bi =
Vi − ZcI i

2 Zc 	
(3.9)

The matrix of the S-parameters is defined as a transformation from 
an inward to an outward wave as follows [3]:

	

b1

b2

⎛

⎝
⎜

⎞

⎠
⎟ =

S11 S12

S21 S22

⎛

⎝⎜
⎞

⎠⎟
a1

a2

⎛

⎝⎜
⎞

⎠⎟
,   b( ) = S[ ]  a( )

	
(3.10)

Sii = bi/ai denotes the reflection coefficient at each port, and Sij = bi/
aj, (i ≠ j) represents the coupling coefficient from port j to i. Scales 
−10log10⎪Sii⎪ and −10log10⎪Sij⎪ are known as the return loss and iso-
lation, respectively.

Additionally, the two-port network shown in Figure 3.5 is 
defined by the impedance matrix as:

	

V1

V2

⎛

⎝⎜
⎞

⎠⎟
=

Z11 Z12

Z21 Z22

⎛

⎝⎜
⎞

⎠⎟
I1

I 2

⎛

⎝⎜
⎞

⎠⎟
,   V( ) = Z[ ]  I( )

	
(3.11)

Figure 3.5  Two-port network.
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The transformations from [S] to [Z] and from [Z] to [S] can be per-
formed using unit matrix [1] as follows:

	
S[ ] = Ẑ⎡⎣ ⎤⎦ + 1[ ]{ }−1

Ẑ⎡⎣ ⎤⎦ − 1[ ]{ },   Ẑ⎡⎣ ⎤⎦ = 1
Zc

Z[ ]
	

(3.12)

	
Ẑ⎡⎣ ⎤⎦ = 1[ ] − S[ ]{ }−1

1[ ] + S[ ]{ }
	

(3.13)

The impedance matrix is often used in computer simulations, which 
is verified by measuring the S-parameters and this transformation. 
The S-parameters are directly measured by the network analyzer. 
Figure 3.6 shows that the network analyzer has two measurement 
ports. A signal generator is connected to port 1 or 2 via a directional 
coupler (DC), and the input and output signals are sent to the com-
parator after the down-conversion of the RF signals. The scattering 
matrix of the device under test (DUT) is obtained as follows:

	

S11 S12

S21 S22

⎛

⎝⎜
⎞

⎠⎟
=

C2

C1

C2

C4

C3

C1

C3

C4

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

	

(3.14)

Figure 3.6  Block diagram of network analyzer, LO is local oscillator.
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To correctly measure the S-parameters of the DUT, we need sufficient 
time to allow the instrument to warm up before the measurement 
and correct the calibration between the ports using a calibration kit 
supplied by the instrument manufacturer. We should note that the 
position of the reference plane of the measurement is correctly con-
sidered to obtain the impedance value. The reference plane is the 
contact surface of the port connector.

3.1.4  Balanced and Unbalanced Feeding Lines

The feeding lines of antennas are classified into balanced or unbal-
anced lines. The Lecher line shown in Figure 3.7(a) is composed of a 
pair of parallel conducting wires to supply out-of-phase current and 
voltage.

The coaxial cable shown in Figure 3.7(b) represents an unbal-
anced line because the voltage in the outer conductor of the cable is 
always zero. Another name for this coaxial cable is a shield cable 
because the outer conductor, which is connected to electrical earth, 
effectively shields the cable from the effects of external RF noise.

These two different feeding lines cannot be directly connected 
together but must be connected via a voltage transformer known as a 
balun (see Figure 3.8) [4], which consists of a pair of inductors and a 
pair of capacitors connected in the form of a bridge circuit.

Figure 3.7  Balanced and unbalanced lines: (a) Lecher line, and (b) coaxial cable.
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The capacitor voltage at point a provides a phase lead of π/2 for 
current i that flows in the bridge, and the inductor voltage at point 
b provides a phase delay of π/2. These phase lead and delay allow 
conversion from an unbalanced input to a balanced output. An auto-
transformer balun consists of primary and secondary wires wound 
on a ferrite rod or toroid. Figure 3.9 shows the circuit diagram. This 
balun is made of two or more electrically connected coils. The cur-
rent in the primary coil induces a magnetic field inside the core and 
generates current in the secondary coil. A tap point between the 
two coils is grounded to connect the unbalanced voltage. The out-
put voltage becomes double. Then, the impedance transformer ratio 
becomes 1:4.

Another type of balanced antenna feeding is a sleeve or bazooka 
balun, which is shown in Figure 3.10. If a dipole antenna is fed by a 
coaxial cable, undesired currents flow in the outer conductor of the 
cable. This leakage current can be suppressed using a double coaxial 
cable. The balun has an electrical length of λ/4, producing infinite 

Figure 3.8  Balun circuit.

Figure 3.9  Autotransformer balun.
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impedance at the open end of the cable to prevent the flow of leakage 
current.

To measure the input impedance of an antenna with a balanced 
feeding line, a method based on image theory is used. Figure 3.11 
shows a typical measurement setup for a λ/2 dipole antenna. The 
antenna structure is divided into two halves on a symmetrical plane. 
One-half of the antenna is mounted on an electrically large ground 
plane and is fed by a coaxial connector. Physically, the measured 
antenna is only one-half of the actual antenna structure, and, thus, 
the input impedance of the original λ/2 dipole antenna is twice the 
measured impedance value.

The S-parameter method measures the input impedance of a 
balanced antenna viewed as a two-port network system. This method 
can be extended to measure asymmetrical antenna structures such 
as monopole antennas on a finite-sized ground plane. The input 
port of these antennas is viewed as a two-port network, as shown 
in Figure 3.12(a), assuming a virtual short circuit at the center of the 

Figure 3.10  Sleeve balun.

Figure 3.11  Image method.
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antenna input port. A symmetrical current condition of I1 = I2 yields 
reflection coefficients S1 and S2, respectively, as:

	
Si =

bi
ai

,      i = 1, 2
	

(3.15)

This symmetrical condition also provides the equivalent cir-
cuit shown in Figure 3.12(b) for the two-port model. Finally, antenna 
input impedance Zi is given by series impedances Z1 and Z2.

	
Zi = Z1 + Z2 = Zc

1 + S1

1 − S1

+
1 + S2

1 − S2

⎛
⎝⎜

⎞
⎠⎟ 	

(3.16)

where Zc is the characteristic impedance of the coaxial cable in this 
measurement.

3.2  MEASUREMENT OF THE ANTENNA-RADIATION PATTERN

The antenna-radiation performance is characterized by pattern mea-
surement. The antenna pattern varies according to the distance from 
the antenna to the observation point, and three fields are defined. 
The far-field measurement in an anechoic chamber is defined, and 
the measurement parameters are explained. To measure electrically 

Figure 3.12  S-parameter method: (a) measurement setup, and (b) equivalent circuit.
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large-sized antennas under indoor environment, the near field 
measurement is often used. The theory and practical method are 
described in this section.

3.2.1  Far, Fresnel, and Near Fields in Antenna Measurements

Antenna-radiation patterns are measured in the far-field region 
described in Section 1.2 in which an infinitesimal current element 
is used. In practical antenna pattern measurement, the antenna size 
should be considered to determine the required distance of the far 
field. Figure 3.13 shows an antenna element with length D on the z 
axis, and point P indicates the observation point. The distance of 
point P from the origin is denoted as r, and that from arbitral position 
z′ on the antenna is denoted as R. To find the difference between r 
and R, distance R is defined using binomial expansion as follows [5]:

R = r 2 + ′z 2 − 2r ′z cosq = r − ′z cosq +
′z 2 sin2 q

2r
+

′z 3 sin2 qcosq
2r 2 +!

(3.17)

When the fourth and higher terms in (3.17) are neglected in the far-
field approximation, the third term gives error factor Δr3. To define 

Figure 3.13  Antenna size and observation point.
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the far-field region, distance r should be Δr3 < λ/16 in which causes 
amplitude difference in Δr3 less than 0.1 due to the phase difference. 
This term takes the maximum of Δr3 = D2/8r at θ = π/2 and z′ = D/2. 
Then, the far-field condition for distance r is obtained as follows:

	
r > 2D2

l 	
(3.18)

Additionally, following the same explanation for the fourth term in 
(3.17), the following condition is obtained for the distance r:

	
r = 2D3

3 3l
= 0.62

2D3

l 	
(3.19)

The distance range between (3.18) and (3.19) is known as the Fresnel 
region, where the field distributions vary according to the distance. 
The region closer than the Fresnel region is known as the near-field 
region. The field distributions in the near field have several peaks, 
depending on the source distributions, and gradually converge to 
the field distributions in the Fresnel region. Figure 3.14 shows three 
regions defined in the previous discussions as a function of the 
antenna size.

3.2.2  Far-Field Measurements in Anechoic Chamber

The most common type of RF anechoic chamber has a rectangular 
cross section with an electromagnetic wave absorber installed on the 
chamber inner walls, as shown in Figure 3.15. Transmitting and test 
antennas are placed near the side walls of the chamber to satisfy a 
reflection-wave level of less than −20 or −30 dB. This region is the 
quiet zone of the chamber and is defined as a sphere whose given 
radius is centered on the antenna, as shown in Figure 3.15. In the 
microwave frequency band, the wave absorber consists of urethane 
foam filled with carbon particles to convert the electromagnetic 
wave into a thermal loss. For normally incident waves, the reflec-
tion level is reduced to less than −20 dB. To suppress the reflection 
of obliquely incident waves, a pyramidal-shaped absorber is used to 
scatter the incident waves.
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An example of the measurement setup is shown in Figure 3.16.
The transmitting antenna is installed at the center of the quiet zone, 
and the test antenna is mounted on a rotating table at the opposite 
side of the chamber. The test antenna can be incrementally rotated 
using a stepper motor. A signal generator is used to excite the trans-
mitting antenna when the test antenna is connected to a receiver. To 
construct a phase-locked-loop receiver system, installing DC and an 

Figure 3.14  Near-field, Fresnel, and far-field regions.

Figure 3.15  Anechoic chamber. (Courtesy of Microwave Factory.)
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attenuator (ATT) in the transmitting signal line to supply the phase 
reference is necessary.

The transmitting antennas used in the measurement system 
are a dipole antenna, a Yagi–Uda array, a pyramidal horn, a dou-
ble-ridged horn, and a log periodic antenna. The frequency band-
width characteristics and cross polarization level of these antennas 
must be considered to determine the specifications of the measure-
ment system. For example, the frequency ranges of standard antennas 
can be categorized as follows: dipole (<1 GHz), double-ridged horn or 
log periodic (1–20 GHz), and pyramidal horn (>10 GHz). These are all 
examples of antennas with linearly polarized radiation patterns. If 
a circularly polarized radiation pattern is required, a helical or loop 
antenna can be employed.

For measurements of low-gain antennas where the distance 
between the antennas is relatively short, a network analyzer can be 
used. The two antennas are connected to the two ports of the net-
work analyzer, and S21 is measured. This option is comparatively 
low-cost; however, the dynamic range is limited.

For the pattern measurements of linearly polarized antennas, 
the transmitting and test antennas are first aligned so that the polar-
ization vectors are in the same plane. On the other hand, for circu-
larly polarized antennas, two measurement processes are required. 
Before proceeding to the description of the circular-polarization 
measurement, we first need to define the cross-polarization ratio 
(XPR) and axial ratio (AR).

Figure 3.16  Diagram of chamber measurement.
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An arbitrary polarized radiation wave is expressed as follows:

	
E = Eqeq + jEfef 	 (3.20)

where Eθ and Eϕ are the complex amplitudes of the electromagnetic 
wave in the θ and ϕ directions, respectively, and eθ and eϕ are the 
unit vectors in the θ and ϕ directions, respectively. If Eθ = Eϕ, then 
the wave is called a circularly polarized wave. If Eθ ≠ Eϕ, the wave is 
called an elliptically polarized wave. Equation (3.20) can be decom-
posed into right-handed (ER) and left-handed (EL) circularly polar-
ized components as follows:

	
ER = ER eq − jef( ),      EL = EL eq + jef( ) 	

(3.21)

The XPR of a circularly polarized wave is defined with respect to ER 
as:

	
XPR =

ER

EL 	
(3.22)

For the elliptical polarization case shown in Figure 3.17, AR is 
defined as the ratio of the maximum and minimum amplitudes [6].

	
AR =

ER + EL

ER − EL 	
(3.23)

Figure 3.17  Definition of polarization.
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AR is measured using the spin linear technique in which a linearly 
polarized standard antenna is rotated much faster than the azimuth 
rotation of the test antenna. A radiation pattern measured using this 
method is shown in Figure 3.18. The peak-to-peak level of the ripple 
in the pattern yields the AR of the test antenna.

Antenna gain is classified into directive and absolute gains. The 
directive gain does not include the input impedance mismatch and 
antenna internal losses. It only indicates the directivity of the test 
antennas (i.e., the spatial distribution of the radiated power from the 
antenna). The absolute gain includes all losses of the antenna, and it 
is the term most often used when specifying the transmitting power 
and link budget margin in an actual operating environment. Abso-
lute antenna gain Gs is measured by comparing the receiving elec-
tric field strength between the standard-gain and test antennas. An 
example of the absolute gain of a standard antenna is Gs = 2.15 dBi for 
a λ/2 dipole antenna, which is used to measure a test antenna with 
expected gain Gd of less than 15 dBi. However, a standard high-gain 
pyramidal horn antenna can be used to measure antennas with an 
empirically expected gain in the range from 15 to 35 dBi.

Figure 3.18  Measured spin linear radiation pattern.
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Figure 3.19 shows a typical measurement setup. ATT is installed 
between the standard antenna and the receiver and is adjusted until 
the received signal levels from both the standard and test antennas 
become equal. When the attenuation level is equal to Lα, the antenna 
gain may be obtained as follows:

	 Gd dB( ) = Gs dB( ) − La dB( ) 	 (3.24)

Gain measurement using ATT is a recommended precise procedure. 
However, the following describes a simple relative-gain measurement.

Received electric field strength Es is measured using a stan-
dard antenna with antenna gain Gs measured without inserting ATT 
in advance. Using the same experimental setup, the test antenna 
replaces the standard antenna, and, once again, electric field strength 
Ed is measured. The gain of the measured antenna Gd is thus given as:

	 Gd dB( ) = Ed dB( ) − Es dB( ) + Gs dB( ) 	 (3.25)

3.2.3  Near-Field Measurements

The distance of the far-field measurement defined by (3.18) often 
becomes very large in the measurement of high-gain antennas. This 
section describes the near-field measurement for these antennas in 

Figure 3.19  Antenna gain measurement.
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indoor facilities. First, the theory of near- to far-field transformation 
is briefly presented.

If virtual boundary S encloses a radiating test antenna, equiva-
lent electric and magnetic currents J and M are provided by tangen-
tial magnetic and electric fields Ht and Et, respectively, on surface S 
as:

	 J = n × H t ,      M = Et × n 	 (3.26)

where n is the outward normal vector on surface S. Equation (3.26) 
is rewritten using the equivalent theorem. The vector Kirchhoff inte-
gral yields the antenna far-field using (3.26) as follows:

	
E r( ) = jke− jkr

4pr r × M ro( ) + Zor × J ro( )( )e − jkro dS
S
∫

	
(3.27)

where Zo is the characteristic impedance in free space and r and ro 
are the observation and source vectors, respectively.

As an example of a large aperture size such as that in a par-
abolic reflector antenna, the electromagnetic fields are differently 
defined according to the distance in the near-field, Fresnel, and far-
field regions. For field measurements near the antenna, the mutual 
coupling between the measurement probe and test antenna becomes 
high and alters the electromagnetic field radiated from the antenna. 
The near-field to the region near the antenna is used for antenna 
measurement. A suitable probe for near-field measurement consists 
of an open-ended rectangular waveguide, which does not have an 
ideal omnidirectional pattern. The nonideal performance can be eas-
ily rectified using probe correction [1], and the far field can then be 
evaluated using the electromagnetic field in the near-field region.

Although the near-field measurements require a space that 
encloses the antenna, a closed-edge plane is not always necessary 
when the measured field strength is sufficiently small to be neglected. 
The scanning surface is categorized to be planar, cylindrical, or 
spherical, as shown in Figure 3.20. A planar scan covers only half 
the space and is appropriate for high-gain antenna measurements, 
such as parabolic and planar-array antennas. Cellular base station 
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and marine radar antennas have a fan-shaped pattern with a narrow 
beam in one plane and a wide beam in the other plane, and a cylin-
drical scan is appropriate for near-field measurements. The spherical 
scan is advantageous in measurements of low-gain antennas.

The scanning area (A × B) and sampling interval (Δx, Δy) are 
described in the planar scanning method and shown in Figure 
3.20(a). The size of the scanning area is determined according to the 
requirement for obtaining more than 35-dB dynamic range in the 
scanning area without the need to extrapolate the measured data. 
The 35-dB value is an empirical one. The dynamic range is defined 
by the difference between the maximum electric field and edge-field 
strengths of the scanning area. Maximum data-point spacing should 
be made such that Δx = λo/2 and Δy = λo/2 for planar scanning using 
the sampling theorem [7].

If the x and y components of the measured electric field are 
denoted as Ex(x,y) and Ey(x,y), respectively, then the far-field radia-
tion patterns are given by the coordinate transformation from (x,y,z) 
to (r,θ,ϕ) as:

	
Eq = jk cosq e

− jkr

r
Sx cosqcosf + Sy cosqsinf( )

	
(3.28)

	
Ef = − jk cosq e

− jkr

r
Sx sinf − Sy cosf( )

	
(3.29)

Figure 3.20  Scans are of near-field measurement: (a) planar scan, (b) cylindrical 
scan, and (c) spherical scan.
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Si =
1

2p
Ei x,y( )exp jk x sinqcosf + y sinqsinf( ){ }dx dy

−A/2

A/2

∫
−B/2

B/2

∫ ,  i = x,y
 

� (3.30)

The total numbers of observed discretized electric fields are 2M and 
2N in the x and y directions, respectively, and Si is expressed as 
follows:

Si = 1
2p Ei xm,y n( )exp jk xm sinqcosf + y n sinqsinf( ){ }ΔxΔy

−N

N

∑
−M

M

∑
	

(3.31)

where xm = mΔx and yn = nΔy. In the aforementioned calculations, 
the fast Fourier transform can be used to reduce the computation 
time.

3.3  PROPAGATION MEASUREMENT

This section describes the basics of propagation measurement. In 
mobile communication systems, the propagation loss is increased 
by reflection, scattering, and diffraction from obstacles that exist at 
the site, which causes fading at the mobile terminals. The propa-
gation loss factors measured under a real propagation environment 
are characterized using a statistical approach. This section presents 
the basic evaluation method of the parameters to analyze the fading 
structures. Additionally, the measurement procedure to determine 
the delay spread is described.

3.3.1  Propagation Loss Measurement

Propagation loss is measured within a range of a few hundred meters 
to tens of kilometers. However, the received signal level frequently 
drops due to multipath fading. To overcome these signal fluctuations, 
an appropriate fading margin is required to guarantee system qual-
ity. Knowledge of the fading characteristics of a site allows selection 
of a suitable fading margin for the system design.

The basic terms of the parameters for narrow-band propagation 
measurements are propagation loss, cross polarization, and correla-
tion factor between the diversity or MIMO branches.
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Attenuation coefficient is a basic evaluation factor for propagation-
characteristic measurement. The received signal levels are plotted as 
a function of distance from the transmitting station. The measured 
data vary over a wide range; thus, the propagation-decay profile is 
determined using a statistical process.

Figure 3.21 shows an example of an electric field within a range 
from a few meters to a few kilometers, which is known as long-range 
distribution. When the electric field is measured in terms of the prop-
agation distance, the amplitude decreases according to 1/r under the 
condition where no reflected or diffracted wave is present. For prac-
tical measurement of the electric field where the relative power of 
the field is measured in decibel units, the measured data decrease 
according to 1/rn (n > 2). This approximation is quite rough, and the 
measured data are quite scattered. This macroscopic-data treatment 
is commonly used in the design of a base station coverage area.

Another propagation measurement is carried out near the trans-
mitting base station for indoor-propagation measurements or micro/
pico cellular-system designs. Figure 3.22 shows an example of a 
short-range distribution of the received electric field near a trans-
mitting station. To determine the average signal level at the mea-
surement site, a short-term median is used. The definition of short 
term varies depending on the measurement range. When the total 
measurement length is a few hundred meters, the median value of 
the collected data of a few meters is used as the short-term median. 

Figure 3.21  Long-range field distribution.
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However, for measurements of more than tens of kilometers, the short 
term is defined as a few kilometers. Short term is defined as being 
approximately 1/100 of the total measurement length.

The standard measurement system shown in Figure 3.23 con-
sists of a signal generator connected to a low-gain antenna and a 
receiver with a standard antenna with known radiation pattern and 
antenna gain. The envelope-signal level at the receiver output after 
detection is sampled using an analog-to-digital converter (ADC). For 

Figure 3.22  Short-range field distribution.

Figure 3.23  Measurement system: (a) transmitter, and (b) receiver.
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long-range measurements, the ADC sampling rate is selected to sam-
ple the data at less than a quarter-wavelength spacing because the 
period of the standing wave created at the measurement site is λ/2, 
as shown in Figure 3.24.

Thus, sampling frequency fs is determined by the relationship 
fs = 4v/λ Hz, where the receiving-system speed is v (m/s). To record 
the fading structure in detail without using any interpolation tech-
niques, the sampling space should be less than λ/20 for short-range 
measurements [8]. To correctly measure the Rayleigh distribution 
data, finely spaced sampling is required to obtain more than a −30 dB 
fading-depth accuracy.

To determine the average received signal level from the mea-
sured data, which is normally recorded in decibel units, the mea-
sured data must first be transformed into linear units before the 
mean value of the data is determined. To eliminate this process, a 
median is used as an average value. The received data, which consist 
of a total number of N data points, are sorted according to the ampli-
tude strength, and the (N/2)th amplitude is chosen as the median. 
The median value eliminates the deep fading in the measurement 
and provides an average value for the measurement site.

3.3.2  Cross Polarization and Correlation Coefficient

In terrestrial mobile communication systems, a set of orthogonal 
polarizations is employed in the diversity and MIMO schemes. The 
polarization combination is ±45° polarization or vertical (V) and hor-
izontal (H) polarization. Measuring the XPR at the mobile terminal 
is important in the propagation measurement.

Figure 3.24  Sampling interval.
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XPR is defined as the ratio of the principal and orthogonal 
polarizations as follows:

	
XPR =

Pp
Px 	

(3.32)

where Pp and Px are the short-range medians for the principal and 
orthogonal polarizations, respectively, at the measured site. The 
transmitting polarization is defined as the principal polarization, 
which is chosen as the vertical polarization for the V/H combination, 
and +45° or −45° is selected for the ±45° case.

The performance of diversity antennas is evaluated by test-
ing them in a practical environment. Generally, the term diversity 
branch denotes the multiple outputs from the antenna after the 
modulated signal is detected; however, it refers to different antenna 
output ports. When two output branches are present in a particular 
diversity antenna, the correlation coefficient of the detected signal 
envelope of e1 and e2 is defined as:

	

r =

1
2

e1 − e1( )∗ e2 − e2( )
1
2

e1 − e1( )2
e2 − e2( )2

	

(3.33)

where ⟨x⟩ denotes the mean value of measured parameter x and (y)∗ 
denotes the complex conjugate of measured parameter y.

In propagation measurements, the correlation coefficient is 
calculated every 100 or 200 samples, and a correlation histogram 
is obtained, as shown in Figure 3.25. The correlation coefficient is 
obtained using the average of this histogram in which the median of 
the received electric field level is almost constant. In practical diver-
sity measurements, more than tens of thousands of data samples are 
collected in one measurement. Thus, for a single measurement, hun-
dreds of correlation coefficients must be calculated. Because of the 
large number of data samples required for collection, the total num-
ber of calculations is reduced. The correlation coefficient is used for 
macroscopic evaluation of diversity antennas.

To measure the diversity performance, a multichannel receiver 
and ADC are required. For a two-branch diversity system, two 
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identical receiving subsystems are required for simultaneous mea-
surement of the received signals from the two antennas. A portable 
spectrum analyzer can be used as a receiver for the measurement 
system, or a commercially available wideband receiver can be used 
for the same purpose. The two independent receiver subsystems 
should be calibrated using a known power-level standard as an input 
to each channel. A discrepancy of 1 to 2 dB can often occur between 
the two receivers, which need to be calibrated.

To simplify the measurement system, one receiver can be used 
with multiple antennas. For this measurement method, the tech-
nique of switching between different antennas at a specified switch-
ing rate is used. An interval of λ/40 is sufficiently short; thus, the 
received signal envelope can be considered constant between mea-
surements [2].

3.3.3  Delay Profile Measurement

The delay profile measurement is performed by adding a precise tim-
ing signal generator to both the transmitter and receiver, as shown 
in Figure 3.23. When the receiving points are located close to the 
transmitter, a common signal generator source can provide the tim-
ing signal to both the transmitter and receiver using a coaxial cable. 
For these measurements, however, the use of cables is not feasible. A 

Figure 3.25  Histogram of correlation coefficient.
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rubidium oscillator in a standard signal generator synchronizes the 
oscillators used in the transmitter and receiver. The stability of the 
rubidium oscillator is one part per billion (10–9), and it is a cost-ef-
fective oscillator. An example of the delay profile measurement is 
shown in Figure 3.26. The detail of delay profile measurement is 
explained in Section 10.1.2.

Figure 3.26  Measured delay profile.
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4
ANTENNA ELEMENT AND ARRAY

In this section, we present the antenna elements of the base station 
(BS) and the mobile terminal by using practical examples in the lat-
est mobile communication systems. Two basic antenna elements, 
namely, the dipole and microstrip antennas, are described. To sup-
port current and future systems, it is essential for the antenna ele-
ments to have multiband or wideband characteristics. The electrical 
features of those elements are shown. The antenna pattern of a BS is 
synthesized by adjusting the amplitude and phase of each antenna 
element of the array. This chapter presents the array antenna for the 
base station and the typical pattern synthetization techniques. The 
antenna elements for mobile terminals are miniaturized built-in 
structures and are different from those of base stations. This chap-
ter also describes basic small antenna elements and the theory of 
antenna miniaturization.

4.1  ANTENNA ELEMENTS OF THE BASE STATION

Antenna elements derived from λ/2 dipole antennas are widely 
used for cellular base stations. Practical systems use numerous ele-
ments derived from dipole antennas. In this section, the basic dipole 
antenna elements are described. Another BS antenna element is the 
microstrip antenna. The theory of this antenna and the applications 
of the BS antenna are also presented. The cellular BS antennas are 
required to have multiband or wideband frequency characteristics 
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for use in the frequency band assigned for the cellular system. This 
section also describes the techniques used for multiband and wide-
band operations in the antenna systems.

4.1.1  Dipole Antenna

The dipole antenna is the most basic antenna element and is widely 
used in practical radio systems. The principle of the λ/2 dipole 
antenna was described in Sections 1.4 and 1.5. The feeding mecha-
nism and the use of the balun were presented in Section 3.1.4, and 
this section describes the dipole antennas used in cellular BS anten-
nas and propagation measurements.

A standard λ/2 dipole antenna consists of a pair of radiating ele-
ments and a balun to connect a coaxial cable (see Figure 4.1). When 
the absolute antenna gain of the λ/2 dipole antenna is theoretically 
obtained (see Section 1.6), it is known as the standard dipole. This 
dipole is used in propagation measurements to find the electric field 
distributions produced by the testing base stations.

The radiation pattern of the dipole antenna is a figure-of-eight 
pattern in the E plane and is omnidirectional in the H plane. The 
feeding structure often disturbs the omnidirectional pattern, and 
then a sleeve dipole antenna is used to keep a uniform pattern in the 
H plane. Figure 4.2 shows the sleeve dipole antenna consisting of a 
radiation element and a balun. The leaky current on the surface of 
the coaxial cable is suppressed by the outer shell using the mecha-
nism with the sleeve balun, as shown in Figure 3.10. The difference 
between the sleeve antenna and the balun is the plate position for 
connecting the outer shell with the cable surface. The top shorting 

Figure 4.1  Standard dipole antenna.
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plate is used for the sleeve dipole, and the bottom plate is used for 
the balun.

A printed dipole antenna consists of an antenna element etched 
on a dielectric substrate, as shown in Figure 4.3, where the bottom 
ground plane is removed. The dominant resonance is obtained by 
L = λe/2, where the effective wavelength λe is approximated as λe ≅ 
l/ er + 1. The effective relative dielectric constant is the average of 
εr and 1 (air value).

This antenna is usually installed on the ground plane and is fed 
by a coaxial cable from the back. Figure 4.4 shows a modified printed 
dipole antenna with a taper balun. The antenna element is etched 
on the front and back of a substrate to connect with a microstrip 

Figure 4.2  Sleeve antenna.

Figure 4.3  Printed dipole antenna.
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line. The front antenna pattern is connected with a microstrip feed-
ing line, and the back pattern is attached to the triangular pattern 
connected with the ground plane at the bottom. The bottom feeding 
point can be excited by an unbalanced feeding line, such as the coax-
ial cable, and the top point P is connected with the balanced antenna 
element. The microstrip line backed by the triangular ground plane 
converts the unbalanced mode into the balanced mode, and this is 
known as the taper balun. The resonant frequency of the antenna in 
Figure 4.4 is determined by the length Lt of the taper balun rather 
than the antenna length L. The dominant resonance is given by Lt = 
λg/4, where λg is the guided wavelength of the microstrip line.

An open stub-loaded feeding line is used for the printed dipole 
antenna as shown in Figure 4.5. A T-shaped back pattern of the sub-
strate is composed into a radiating dipole antenna element and the 
ground plane of the feeding line. Both parts are denoted by dotted 
lines. The bottom rectangular pattern is the reflector for the uni-
directional pattern in the H plane. This reflector can be replaced 
by the ground plane, as shown in Figure 4.4. The U-shaped feeding 
line on the top surface has the open stub on the right side, and the 
length of the feeding line is approximately λg/4. The point P, which 
is the top position of the feeding line, is the antinode of the current 

Figure 4.4  Modified printed dipole with taper balun.
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distribution on the feeding line because of the open stub. The dipole 
element is then excited. Impedance matching at the feeding point 
at the bottom is obtained by adjusting the characteristic impedance 
of the stub and the length of the feeding line. This kind of printed 
dipole is widely used in practical applications.

The radiation pattern of the λ/2 dipole antenna is omnidi-
rectional in the H plane and has a figure-eight pattern along the E 
plane. To use the dipole antenna for the polarization diversity of the 
base stations, the two plane patterns should have the same beam-
width; vertical and horizontal polarization diversity is assumed. The 
H-plane radiation pattern of a twin-dipole antenna (see Figure 4.6) is 
reduced by the array factor as follows:

	
Ef = cos

p
2

sinf⎛
⎝⎜

⎞
⎠⎟ 	

(4.1)

The half power beamwidth given by (4.1) is 90°, which is larger 
than the beamwidth of the E plane by 12°. The base-station antenna 
elements are backed by the reflector to produce a sector pattern in 
the horizontal plane. Then, the beamwidth is adjusted by the size 

Figure 4.5  Printed dipole with merchant balun.
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and shape of the ground plane. This difference in the beamwidth is 
acceptable for the V/H-polarization diversity antennas.

Figure 4.7 describes a crossed dipole antenna for another diver-
sity scheme used in cellular base stations. The antenna consists of a 
set of two identical dipole antennas mounted at right angles to each 
other. The symmetry about the x, y, and z axes produces identical 
antenna patterns in the E and H planes; this pattern is one of the 
advantages of this diversity scheme. Note that this antenna radiates 
±45° polarization in the front and back of the antenna (along the 
x axis). The radiated electric field from −45° polarized antenna is 
shown in Figure 4.7. The tilt angle of the radiated field is changed 
by the ϕ value in the xy plane, and it is aligned with the z axis at ϕ = 
±90°. The tilt angle α is given as follows:

	 a = tan−1 cosf( ) 	 (4.2)

Figure 4.6  Twin dipole antenna.

Figure 4.7  Crossed dipole antenna.
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The radiated field rotated by (4.2) causes polarization mismatch 
when the orientation of the receiving measurement antenna is fixed 
at the front polarization angle. The observed radiation pattern in the 
xy plane is given by (4.3) for the measured polarization fixed at −45° 
in the front direction.

	
f f( ) = 1

2
1 + cosf( )

	
(4.3)

To find the radiation pattern correctly, two orthogonal polarizations 
should be measured to observe the rotation of the polarization.

4.1.2  Microstrip Antenna

Microstrip antennas are basic antenna elements used for mobile 
communication systems. Figure 4.8(a) shows the geometry of this 
antenna. A rectangular or square antenna element pattern is etched 
on the top surface of the dielectric substrate with the thickness h. 
The element resonant length L is approximately λg/2 (see Section 1.5) 
for the current flowing in the pattern shown in Figure 4.8(a). The pre-
cise guide wavelength λg is given by introducing the effective dielec-
tric constant εe as follows:

	
lg = l

ee 	
(4.4)

Figure 4.8  Microstrip antenna: (a) antenna geometry, and (b) magnetic line current.
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ee =
er + 1

2
+

er − 1

2 1 − 10
h
W

⎛
⎝⎜

⎞
⎠⎟ 	

(4.5)

where εr is the relative dielectric constant of the substrate. The 
antenna resonates by using the stored energy accumulated under the 
antenna pattern in Figure 4.8(a); however, some part of the energy 
leaks out from antenna pattern edges, and the resonant frequency is 
shifted to the lower side. This phenomenon is equivalent to seeing 
the increase in the relative dielectric constant, as given by (4.5).

The radiation pattern of the microstrip antenna is calculated 
by the current on the antenna element and the displacement current 
in the substrate. It is not easy to include the displacement current. 
The pattern is approximately calculated by fictitious magnetic line 
currents at the edge of the element pattern, as shown in Figure 4.8(b). 
The magnetic line current is given by the edge electric field Eg and 
the outward normal vector n at the edge as M = En × n, which are pre-
sented by the arrows M1,…,M6 in Figure 4.8(b). The dominant mag-
netic currents producing the radiation are M1 and M2, and the other 
currents are aligned in the reverse direction to cancel the radiation 
along the z axis. The E(zx) plane pattern is approximated by the M1 
and M2 arrays as follows:

	
D q( ) = cos

koL
2

cosq⎛
⎝⎜

⎞
⎠⎟ 	

(4.6)

The H(yz) plane pattern is close to the H-plane pattern of the dipole 
antenna.

Figure 4.9 shows the feeding structures of the microstrip 
antenna. A coaxial connector attached to the bottom of the substrate 
excites the antenna by connecting the inner conductor of the connec-
tor with the antenna pattern. The cross section of the feeding point is 
shown in Figure 4.9(a). The position of the feeding point is adjusted 
to obtain impedance matching at the connector that is excited by the 
feeding cable.

The microstrip line is another feeding structure (see Figure 
4.9(b)). The feeding point, which is the length s from the pattern edge, 
is adjusted to obtain impedance matching. The impedance becomes 
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the maximum value at the antenna pattern edge and is decreased by 
moving the feeding position to the antenna center.

Dual polarization is obtained by two feeding points, as shown 
in Figure 4.10. Two feeds excite the orthogonal polarizations; the 
feeding point #1 radiates E1, and the feeding point #2 radiates E2.

4.1.3  Multiband Dipole and Microstrip Antenna Elements

A multiband or wideband antenna element is used if the frequency 
bandwidth of a single antenna element is not wide enough to cover 
the required bandwidth. A parasitic element in the vicinity of the 
exciting antenna provides the additional resonance for the multiband 

Figure 4.9  Feeding of microstrip antenna: (a) coaxial feed, and (b) microstrip line 
feed.

Figure 4.10  Dual polarized microstrip antenna.
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antenna. Figure 4.11 shows the geometry of a dual-band dipole 
antenna consisting of a driven and a parasitic element. If the length 
of the parasitic element is less than that of the exciting element, the 
resonant frequency f1 of the exciting element should be less than that 
of the parasitic element f2. If the parasitic element is longer than the 
exciting element, it does not produce another resonance but is oper-
ated upon as a reflector.

A dual resonant microstrip antenna has a parasitic element of 
the same size as the exciting element (see Figure 4.12). The air gap 
between the parasitic and exciting elements increases the resonant 
frequency of the parasitic element f2. The resonant frequency of 
the exciting element is determined by the guide wavelength in the 
dielectric substrate, and the upper frequency is given by the average 
wavelength of the substrate and the air gap. Then, the resonant fre-
quency has a similar relationship of f1 < f2 with the dipole antenna 
in Figure 4.11.

The parasitic element is effective for adding higher resonance to 
the exciting element, and multiresonance can be obtained by using 
multiple parasitic elements. This method is easy to obtain for a mul-
tiband antenna; however, the radiation pattern and the antenna gain 
should be considered in practical applications.

The microstrip antenna made by the dielectric substrate has 
narrow frequency band characteristics because the substrate is thin. 
To increase the bandwidth, we use a thick antenna consisting of the 

Figure 4.11  Dual resonant dipole antenna.
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conducting antenna plate without the substrate. Dual resonance is 
also obtained using a parasitic element as shown in Figure 4.12. The 
parasitic element placed above a driven element gives another reso-
nance at f2 and extends the frequency bandwidth.

4.2  ARRAY ANTENNAS

The array antenna is used to increase the antenna gain and to syn-
thesize the desired radiation pattern. This section describes a colin-
ear array antenna that is omnidirectional in the horizontal plane and 
has a narrow beamwidth in the vertical plane. We also present the 
array feeding structure and the principle of the phase shifter for the 
cellular base-station antennas. In addition, the beam tilt and pattern 
synthetization are explained.

4.2.1  Colinear Array

Figure 4.13 shows the colinear array antenna that consists of several 
coaxial cables with the length of λ/2. A bottom cable is excited by 
connecting a radio frequency (RF) source at point F with the inner 
and outer conductors of the cable. The phase delay of the inner con-
ductor current Ii1 is 180° at point C. Its end is connected to the outer 
conductor of the upper coaxial cable. The outer current Io2 flows in 
the reverse direction (see Figure 4.13), and the direction coincides 
with Io1. This alternate connection produces in-phase excitation for 

Figure 4.12  Dual resonant microstrip antenna.
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all the current on the outer conductor of the coaxial cables. The radi-
ation pattern of the colinear array is omnidirectional in the horizon-
tal plane, and the gain is increased by the number of cables in the 
vertical plane. A slight phase change at the connection of the cables 
creates variations in the beam tilt angle in this array antenna. The tilt 
angle adjustment and the impedance matching at the feed position 
need to be considered in the design of the colinear array antenna.

4.2.2  Linear Array

The radiation pattern in the vertical plane is controlled by the array 
antenna for cellular base-station antennas. Figure 4.14 shows a tour-
nament feed network of a linear array antenna where the amplitude 
of each element is assumed to be identical. Each antenna element is 
excited through the phase shifter, and the beam tilt angle in the ver-
tical plane is changed. The maximum tilt angle of the base stations is 
limited to approximately 10°. Then, the four-subarray feed network is 
used to reduce the number of phase shifters, as shown in Figure 4.15. 
A pair of elements excited in phase is connected to a phase shifter, 
which halves the number of phase shifters used in this example. If the 
subarray spacing 2d is double the length of the array shown in Figure 
4.14, the grating lobes appear in the visible region, as described in 
Section 1.8. Figure 4.16 shows the antenna pattern, array factor, and 
subarray pattern of the eight-element array by four-element subar-
ray, as shown in Figure 4.15. The grating lobes that appeared around 

Figure 4.13  Colinear array antenna.
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θ = ±40° by the array factor is suppressed by the subarray pattern. 
Two-element in phase subarrays have null points around θ = ±40°, 
which suppresses the grating lobes, as shown in Figure 4.16.

This undesired lobe suppression is effective only for the small 
tilt angle. The radiation patterns of the subarray are shown in Figure 
4.17. Another grating lobe comes into the visible region by increasing 

Figure 4.14  Feed network of array antenna.

Figure 4.15  Feed network of subarray antenna.
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the tilt angle θo, and the null positions of the subarray pattern are 
shifted from the position of the grating lobes, which increases the 
side-lobe level. The range of the beam tilt angle should be determined 
by the level of the side lobes.

Base stations use side-lobe suppression to reduce the interfer-
ence to the outside of the covered area. The side-lobe level is con-
trolled by changing the amplitude weight of each element. Analyt-
ical formulas that specify the uniform side-lobe level are given by 
Tschebycheff polynomials [1], and the peak side-lobe level is reduced 
by the Taylor weighting distribution to improve the antenna aperture 
efficiency [2]. In addition, the weights are obtained by a binomial 
array to achieve very low side-lobe levels [3]. Figure 4.18 shows the 
radiation patterns of the four-element array antenna with uniform 
amplitude distribution and a weighted amplitude; the pattern was 
obtained by using a binomial distribution. The weight of the bino-
mial array is given as a1 = a4 = 0.33 and a2 = a3 = 1, where ai is the 
amplitude weight of the antenna element. The binomial array pro-
vides very low side-lobe levels, as shown in Figure 4.18; however, the 
extended beamwidth reduces the antenna directivity gain.

Figure 4.16  Radiation pattern of four-subarray antenna; element spacing d = 0.8λ.
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Figure 4.17  Radiation pattern of tilted four-subarray antenna; element spacing d = 
0.8λ.

Figure 4.18  Radiation pattern of four-element array antenna; element spacing d = 
0.6λ, amplitude weight = 0.33.
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4.2.3  Antenna Pattern Synthesis

To reduce the interference between the base stations, the antenna pat-
terns are synthesized to follow the required pattern. In the antenna 
pattern synthesis, the excitation condition of each antenna element 
is evaluated as described next.

To evaluate the amplitude and phase, other numerical meth-
ods for optimization have been proposed, such as the Fourier series 
expansion [4] and the Woodward–Lawson method [5]. As a design 
example, we present the least squares method for pattern synthesis. 
If the desired radiation pattern is g(θ), the pattern given by the actual 
feeding network of g(θ) is expressed by the amplitude In and phase ϕn 
of each element, as follows:

	
g q( ) = f q( ) I n exp j n − 1( )kod cosq + jfn{ }

n=1

N

∑
	

(4.7)

where n and d represent the number of elements and the element 
spacing, respectively; k0 is the wave number in free space, and f(θ) is 
the element pattern.

To obtain the amplitude In and phase ϕn for the desired antenna 
pattern, the error value should be minimized in the synthesized pat-
tern. An example of the desired antenna pattern mask is shown in 
Figure 4.19. The actual radiation pattern should fall in the hatting 
pattern. In the following vector, the discreet points of M express the 
desired pattern in the vertical plane, and the transposed matrix t is 
given as follows:

	
Gd q( ) = gd1 q1( ) ! gdM qM( )⎡

⎣
⎤
⎦
t

	
(4.8)

Using (4.7), g(θ) is rewritten in matrix form as follows:

	

G =
g q1( )
!

g qM( )

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
=

A11 q1( )
!

AM1 qM( )
!

"

!

A1N q1( )
!

AMN qM( )

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

a1

!

aN

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

	

(4.9)
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Amn qm( ) = f qm( ) I n exp j n − 1( )kod cosq + jφn{ } 	

(4.10)

The error function is defined by multiplying the difference between 
G and Gd and its Hermitian matrix as follows:

e = gdm qm( ) − Amnan qm( )
n=1

N

∑⎛
⎝⎜

⎞
⎠⎟m=1

M

∑ gdm θm( ) − Amnan qm( )
n=1

N

∑⎛
⎝⎜

⎞
⎠⎟

H

	
(4.11)

Then, the condition for the excitation coefficient of an to minimize ε 
is given by the least square method as follows:

	

∂ε
∂an

∗ = gdm − Amnan
n=1

N

∑⎛
⎝⎜

⎞
⎠⎟
Amn

∗

n=1

N

∑ = 0
	

(4.12)

Note that an ideal synthesized pattern is given by the arbitral 
amplitude and phase distributions. A fixed amplitude or a limited 
phase range distribution is also provided by the optimization method 
under the constrained condition.

Figure 4.19  Desired pattern (antenna pattern mask).
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4.3  ANTENNA ELEMENTS OF THE MOBILE TERMINAL

The preceding sections describe the basics of antennas used in base 
stations. The antenna elements of mobile terminals are electrically 
small antennas to be built in the terminals. This section presents 
several antenna miniaturization methods and examples of small 
antennas. In addition, the fundamental limitations of electrically 
small antennas are presented.

4.3.1  Monopole on a Finite Ground Plane

According to image theory (see Figure 4.20), a λ/4 monopole antenna 
on the infinite ground plane has a radiation pattern identical with a 
λ/2 dipole antenna in the upper hemisphere space. Figure 4.21 shows 
the E-plane radiation pattern of the monopole antenna on the finite 
ground plane. The finite ground plane cannot produce the perfect 
image current under the ground plane, and the radiation pattern is 
different from the dipole antenna. The pattern is tilted upward, and 
the radiation level to the horizontal plane is 6 dB less than the radia-
tion level to the λ/2 dipole. This is explained by the imperfect image 
current or the diffraction from the ground plane edge.

Figure 4.22 shows that the input impedance of the monopole 
antenna (Zi = R + jX) is periodically changed by the size of the 
ground plane. A standing wave excited on the ground plane varies 
the voltage at the feeding point because a node is fixed at the ground 
plane edge. If the current reflected from the edge is decreased for 
a large ground plane, the input impedance converges at Zi = Zd/2 

Figure 4.20  Monopole antenna on ground plane.
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(see Section 3.1.4), where Zd is the input impedance of λ/2 dipole 
antenna. As shown in Figures 4.21 and 4.22, the size of the ground 
plane changes the radiation pattern and the input impedance of the 
monopole antenna.

Figure 4.21  Radiation pattern of monopole antenna on ground plane; R = 0.5λ.

Figure 4.22  Input impedance of monopole antenna on ground plane.
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A simple electrical model of a mobile terminal includes a rect-
angular conducting plate and a monopole antenna attached at the 
plate edge, as shown in Figure 4.23. The E-plane radiation pattern 
of the monopole antenna obtained by extending the plate length is 
shown in Figure 4.24. The pattern is a figure of eight for the short 

Figure 4.23  Monopole antenna on rectangular plate.

Figure 4.24  Radiation pattern of monopole antenna on rectangular plate; h = λ/4,  
solid line; L = 0.1λ, W = 0.3λ, dotted line; L = 0.6λ, W = 0.3λ, dash-dot line; L = 1.0λ,  
W = 0.3λ.
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plate of L = 0.1λ; the sidelobes are increased by extending the plate 
length, for example, from L = 0.1λ to 0.6λ. The radiation from the 
current on the plate is explained by strong standing waves on both 
sides of the plate, as shown in Figure 4.25.

Current distributions on the ground plane distort the radiation 
pattern in the E plane (see Figure 4.24). The ground plane size and 
the antenna location are design parameters of the mobile terminals.

4.3.2  Inverted-F Shaped Antenna

The height of the monopole antenna can be lowered by bending the 
top of the antenna element, as shown in Figure 4.26. This antenna, 
known as an inverted-L antenna, resonated at the length of λ/4. The 
image current in the vertical element flows in the same direction as 
that of the vertical element, which is known as the radiating element. 
When the current in the horizontal element flows in the direction 
opposite to the image current, as shown in Figure 4.27, the radiation 

Figure 4.25  Current distributions of a monopole antenna on a rectangular plate;  
h = λ/4: (a) L = 0.1λ, W = 0.3λ, (b) L = 0.6λ, W = 0.3λ, and (c) L = 1.0λ, W = 0.3λ.
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from the horizontal element is canceled. This element does not 
mainly produce radiation and is known as a nonradiating element.

Radiation resistance is decreased by lowering the height of the 
antenna in the inverted-L antenna. To increase the radiation resis-
tance, a short stub is inserted between the nonradiating element 
and the ground plane, as shown in Figure 4.27. This is an inverted-F 
antenna. The current on the short stub is in phase with the feeding 
current, which increases the radiation resistance by a factor of four 
due to the same principle as the folded dipole antenna. The reso-
nance length of the antenna is λ/4 and is determined by the L-arm 
length (h + w1 + w2), as shown in Figure 4.27. The main radiation 
from the two radiating elements provides a pattern that is similar 
to a monopole antenna; however, the radiation from the horizontal 
element cannot be ignored.

Figure 4.26  Inverted-L antenna.

Figure 4.27  Inverted-F antenna.
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Figure 4.28 shows the radiation pattern of the inverted-F 
antenna. The omnidirectional pattern is obtained in the xy plane, 
and the monopole-like pattern is obtained in the zx plane for the 
principal component Eθ; the omnidirectional and monopole-like pat-
terns are given by the radiating and stub elements, respectively. The 
cross-polarization Eϕ is increased by the horizontal antenna element 
in the xy and zx planes, and the null value in the zenith direction 

Figure 4.28  Radiation pattern of inverted-F antenna; solid line Eθ, dotted line Eϕ, 
2a = 122, h = 6, w1 = 5, w2 = 20.8 (mm), fc = 2.45 GHz. (a) xy-plane, (b) yz-plane, 
and (c) zx-plane.
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disappeared in the yz plane. The increase in the Eϕ radiation expands 
the frequency bandwidth of the inverted-F antenna.

4.3.3  Electrically Small Antenna

Small antennas are classified into (I) physically small antennas, (II) 
physically constrained antennas, and (III) electrically small anten-
nas [6]. When we can put the antenna in our hand, it is called a phys-
ically small antenna. In the millimeter-wave band, if the antenna 
size is in millimeters, it is classified into category (I). The height of 
planar antennas, such as microstrip antennas, is much less than that 
of the operating wavelength and is very thin. This kind of antenna is 
classified into category (II). Similar to dipole antennas, the thickness 
of the wire antennas is also much less than the wavelength; how-
ever, wire antennas are not normally classified into physically con-
strained antennas. When the maximum size of an antenna is much 
less than the signal wavelength, it is known as an electrically small 
antenna (category (III)).

The inverted-L/F antenna described in Section 4.3.2 is not much 
smaller in size than the wavelength of operating frequency; however, 
the height of the antenna is much less than that of the monopole 
antenna. In general, the antennas with reduced sizes are also catego-
rized as small antennas.

To reduce the antenna size, four miniaturization methods are 
used in practical applications. To produce resonance, the length 
of the current path on the antenna element should be λ/2, and this 
length is reduced to λ/4 using the infinite ground plane. The height 
of the monopole antenna can be reduced by winding the element 
spirally, as shown in Figure 4.29(a); this is known as a helix antenna. 
The resonant current of the microstrip antenna flows in parallel 
along the side of the antenna pattern, as shown in Figure 4.8(a), and 
the current path length is λg/2. If a slot cut in the antenna element, 
as shown in Figure 4.29(b), creates a detour in the current path, then 
the resonant side length is reduced. To reduce the antenna size, the 
current path on the antenna element is bent.

The second method of antenna miniaturization is the use of 
matching circuits. The input impedance of a short dipole antenna 
becomes capacitive when the element length is less than λ/2. We 
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can compensate for this by inserting an inductor in series. A general 
matching circuit consists of the inductor L and capacitor C, as shown 
in Figure 4.30(a).

The matching circuit can shift the resonant frequency to the 
lower side and reduce the antenna size. The short stub of the invert-
ed-L antenna was also the matching circuit. The part surrounded by 
a dotted line in Figure 4.30(b) was operated as a shorted transmission 
line. The inductive reactance is obtained for the height h < λ/4 by 
this stub, which provides the same effect as the matching circuit.

Materials having high dielectric constants reduce the antenna 
size because they use short guide wavelengths inside the dielectric. 
The loss tangent of the ceramic should be small enough for use in a 
microwave frequency band. Ceramic materials for the antenna are 
forsterite (Mg2SiO4, εr = 7), aluminum oxide (Al2O3, εr = 9), barium nio-
bite magnesium acid (Ba(Mg1/3Nb2/3O3), εr = 25), and barium titanate 

Figure 4.29  Bent current path: (a) helix element, and (b) slot cut in antenna element.

Figure 4.30  Matching circuit: (a) LC matching circuit, and (b) stub matching.
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neodymium (Ba3Nd9.3Ti18O54), εr = 85). Antenna patterns are printed 
on the ceramic surface (see Figure 4.31) or inserted into multilayered 
ceramics such as low-temperature cofired ceramics. Ceramics are 
used for dielectric resonator antennas. A block of ceramic material 
mounted on the ground plane is fed by a probe. Dielectric resonator 
antennas do not have any conducting plates for the antenna element, 
which eliminates the conductor loss at millimeter-wave frequencies.

The ground plane mode excited by an antenna element can 
reduce the antenna size, but the frequency bandwidth is extended by 
the current flowing on the ground plane. This mechanism is almost 
the same for the monopole antenna at the plate edge, as shown in Fig-
ure 4.25. The antenna geometry is shown in Figure 4.32. The antenna 
is characterized by the size and shape of the ground plane, which is 
used for the built-in antennas of smartphones.

Figure 4.31  High dielectric constant material.

Figure 4.32  Ground plane mode.
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4.3.4  Theory of Electrically Small Antennas

The reduction in the antenna size causes a decrease in the frequency 
bandwidth under a lossless condition. The bandwidth is inversely 
proportional to the unloaded Q factor of the antenna [7, 8].

Figure 4.33 shows a sphere of a radius (ra) surrounding an 
antenna element; S and v denote the surface and internal volume of 
the sphere, respectively. Assuming that the sphere radius is much 
smaller than the wavelength, a short current element can be used for 
the antenna element inside the sphere. The element length is 2ra, and 
it is placed at the origin along the z axis. The element thickness 2a 
is not considered in this discussion. The radiating energy from the 
short current element is given by integrating the radiation field over 
the surface S as follows:

	
Wr = 1

2Zo

Eq
rad 2

dS
S
∫

	

(4.13)

where Eq
rad is the radiation field component obtained by (1.16), and 

Zo is the characteristic impedance in free space. The nonradiat-
ing energy becomes infinite in the vicinity of the origin [9] and is 
approximately calculated by integrating the nonradiating energy 

Figure 4.33  Sphere surrounding radiating element.
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component of the short current element over the outside of the vol-
ume v as follows [10]:

	

We = 1
4

eo
4

Eq
2
+ Er

2
− Eq

rad 2( )r 2 sinqdr ddf
ra

∞

∫
0

p

∫
0

2p

∫
	

(4.14)

where the integral from ra to infinity with respect to r eliminates the 
divergence of nonradiating energy. The internal sphere can be used 
for the antenna element to improve its performance. Finally, the Q 
factor of the short current element is defined as follows:

	

Q =
2wWe

Wr

= 1

kora( )3 + 1
kora( )

	

(4.15)

Equation (4.15) provides the minimum Q factor for the antenna 
enclosed by the sphere of radius ra, which means that the maximum 
bandwidth of the antenna is theoretically limited by 1/Q.

The nonradiating energy is approximately calculated in this 
formula by eliminating the divergence components of the integral 
in (4.14). Another minimum Q factor can be obtained by the input 
impedance of the short dipole antenna described in Section 1.7.2. The 
approximate formula for the input impedance of the dipole antenna 
is given by (1.42), which can be further approximated for the short 
dipole antenna as follows:

	
Zi = Rr + jX = 20p 2 ra

l
⎛
⎝⎜

⎞
⎠⎟

2

− j
60
kora

ln
2ra
a

− 1
⎛
⎝⎜

⎞
⎠⎟ 	

(4.16)

where the short dipole length is 2ra, and the wire radius is a, as 
shown in Figure 4.33. Assuming that the ideal impedance matching 
condition cancels the reactance of the short dipole, only the radia-
tion resistance Rr is considered at the matching frequency fc. Accord-
ing to the circuit theory, the Q factor is given as follows:

	
′Q =

fc
2Rr

∂X
∂ fc 	

(4.17)
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5
DESIGN OF BASE STATION ANTENNAS

This chapter presents the design of base station (BS) antennas for 
cellular systems. An overview of mobile cellular systems is pro-
vided, and the categories of coverage areas used in cellular systems 
are summarized to determine the specifications of base stations. BS 
antennas consist of antenna elements, phase shifters, and feeding 
networks that satisfy the required frequency spectrum allocation, 
radiation pattern shape, and antenna gain. Beam tilt and null filling 
used for high-quality cell realization are also presented. Diversity 
schemes in BS antennas are explained through the combination of 
space and polarization as one of multiple antennas; herein, antenna 
pattern correlation is defined as an evaluation factor. Other appli-
cations of multiantenna systems are beam forming and multibeam 
antennas for enhancing the channel capacity of systems. Active inte-
grated for 5G systems are described as examples of multiantennas.

5.1  CATEGORIES OF BASE STATIONS

A terrestrial mobile communication system consists of many cover-
age areas illuminated by electromagnetic waves by base station anten-
nas. A group of coverage areas resembles a cellular tissue, which is  
the origin of the cellular system name. The shape of a coverage area  
is a rough circle affected by reflection and diffraction in a real prop-
agation environment. This shape provided by an omnidirectional 
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radiation pattern of a BS antenna is presented in this section. The 
circular area is divided into several sectors to increase the number 
of mobile terminals. The sector antenna is one of the most popular 
antennas in the cellular system, and it is detailed as the second topic. 
This chapter also presents other shapes of coverage areas and their 
service places.

5.1.1  Circular Coverage Antennas

An omnidirectional pattern is defined in the horizontal plane, and 
the vertical plane pattern varies with the design of the cell area. Ser-
vice areas are categorized into large, macro-, micro-, and picocells. 
Their sizes are not clearly defined and are roughly explained as fol-
lows according to cell radii a: (a) a ≥ 10 km for large cells, (b) 1 km ≤ 
a < 10 km for macrocells, (c) 100m ≤ a < 1 km for microcells, and (d) 
a < 100m for picocells. A high-gain antenna is provided by a narrow 
beam width in the vertical plane and is given by a colinear array 
antenna, as discussed in Section 4.2.1. The size of the service area 
is determined by the transmitting power, propagation loss estima-
tion, and vertical plane pattern. The antenna gain is controlled by 
the number of colinear array elements N as:

	 G = 1.64N 	 (5.1)

where 1.64 is the gain of a single element given by λ/2 dipole antenna.
The cell size is restricted by tilting the beam in the vertical 

plane, as shown in Figure 5.1. The tilted beam angle θt toward the 

Figure 5.1  Beam tilt of BS antenna.
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edge of the coverage area is obtained by the height of the BS antenna 
hb and the radius of the cell a as:

	
qt = tan−1 hb

a
⎛
⎝⎜

⎞
⎠⎟ 	

(5.2)

The actual tilt angle used in the cellular system is larger than 
that set by (5.2) to reduce the interference in adjacent cells. The effect 
of beam tilt is verified by the propagation measurement in a semiflat 
land, as shown in Figure 5.2. The propagation loss is larger than 13 
dB at r = 2 km and is effective in controlling the size of the cover-
age area [1]. The tilted beam is obtained by a linear array antenna, 
as explained in Section 1.8. Examples of the feeding network are 
described in Section 5.2.2.

5.1.2  Sector Antennas

A circular cell is divided into several parts to increase the number of 
user terminals inside the coverage area (Figure 5.3). A circular cell 
in Figure 5.3(a) can be separated into a small circle and a ring cell, as 
shown in Figure 5.3(b). The radiation pattern in the vertical plane is 
controlled to provide a tilted beam for the small circular cell and a 
shaped pattern for the ring one [2].

Figure 5.2  Propagation loss of tilted beam; f = 920 MHz, Gt = 18 dBi, hb = 34m, 
hm = 1.5m.
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Another method is to divide the circular cell into several sec-
tors, as shown in Figures 5.3(c) and (d). The sector coverage areas are 
given by shaping the horizontal radiation pattern of BS antennas. 
The sector angle is given by θh = 2π/N, where N is the number of 
partitions of a circle. A sector pattern denoted by the beam width 
θh (Figure 5.4) is very difficult to synthesize by the small number 
of antenna elements. An ideal pattern presented by a gray sector is 
narrower than a real pattern of a half power beam width (HPBW) of 
θh, as depicted by the solid line in Figure 5.4. A correction factor α 
(0.5 ≤ α ≤ 0.75) is multiplied with θh to simplify the design process of 

Figure 5.3  Circular and sector coverage area: (a) circular cell, (b) ring and circle, 
and (c) three-sector, (d) six-sector.

Figure 5.4  Sector pattern.
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BS antennas. The value of α is selected to satisfy the system require-
ment. The corrected pattern by α is close to the original sector, as 
shown in Figure 5.4.

The antenna beam width is inversely proportional to the antenna 
size and is approximated by the following equation:

	
qw = sin−1 l

D
⎛
⎝⎜

⎞
⎠⎟ 	

(5.3)

where D is the antenna aperture width in the horizontal plane. The 
width D is determined by the number of antenna elements lined 
up in the horizontal plane and the reflector size to adjust the beam 
width of the sector antenna. The BS antenna width is estimated in 
the following examples. Assume a six-sector antenna (N = 6) and a 
correction factor α = 0.5; the antenna width given by θw = αθh is 30°. 
Figure 5.5 provides D = 2λ, and the antenna width is 67 cm at 900 
MHz and 33 cm at 2 GHz. The width of 67 cm is too wide for instal-
lation on top of buildings or towers. Six-sector antennas are used for 
frequencies over 2 GHz.

5.1.3  Other Pattern Shapes for Coverage Areas

Figure 5.6 shows a variety of coverage areas used in the current cel-
lular system. A spot beam is used to illuminate train stations, pub-
lic squares, and other places where people gather. The radiation 

Figure 5.5  Antenna aperture width as a function of beam width.
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direction of a high-gain flat BS antenna illuminates the target area. 
A part of the coverage area is overlaid by spot beams to increase 
the number of user terminals. Spot beams are given one by one by 
the BS antennas while a multibeam antenna provides several spot 
beams simultaneously. This beam configuration is introduced in 5G 
cellular systems by using the active integrated antenna described in 
Section 5.3. An advantage of the multibeam antenna is the change of 
beam direction according to the status of the user terminals in use.

The preceding section explains that the sector antenna size 
depends on the number of sectors and that the antenna width 
expands to increase the sectors. Another method to increase subar-
eas is obtained by dividing a sector into several parts in the radial 
direction in a process known as multisector or vertical sectorization 
(Figure 5.6(c)) [3]. This coverage area is given by extending the verti-
cal length to make a vertical array. The feeding network is the same 
as that of the multibeam antenna. Beam scanning or switching feed-
ing is presented in Section 5.3.

A bidirectional radiation pattern is used to make the coverage 
areas inside tunnels and along streets. A longitudinal coverage area 
is provided by out-of-phase excited twin dipoles or a notch array [4]. 
A bidirectional antenna with low height excites a waveguide mode 
propagating along the streets sandwiched by buildings in big cities. 
The waveguide mode along streets can be obtained by an omnidirec-
tional antenna installed at places lower than surrounding buildings. 

Figure 5.6  A variety of coverage areas in a cellular system: (a) spot beam, (b) multi
beam, (c) multisector, and (d) bidirectional pattern.
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Nevertheless, bidirectional antennas are effective in extending cov-
erage areas.

The BS antennas described in this section are mainly for out-
door use. Indoor BS antennas are installed in places that cannot be 
reached by electromagnetic waves from outdoor BSs, such as sub-
way stations, the inside of large buildings, and underground public 
spaces. Indoor BS antennas are installed on ceilings and walls. Ceil-
ing antennas are monopole and sleeve antennas, and wall antennas 
are patch antennas that illuminate indoor coverage areas uniformly. 
Indoor antennas should be unobtrusive so as not to interfere with 
the appearance of rooms. Monopole antennas are replaced by disk-
loaded monopole antennas to maintain a low profile similar to patch 
antennas.

5.2  DESIGN OF BS ANTENNAS

This section presents the array antenna configuration of outdoor BS 
antennas and their components. A subarray topology is a unique fea-
ture to obtain small beam tilt angles at a low cost. Dipole and patch 
antennas are basic BS antenna elements, and their modified geome-
tries are described herein. The advanced design of BS antenna pat-
terns is given by the array antenna, and a null filing technique and 
cosec2 main lobe profile are presented as examples.

5.2.1  Antenna Configuration of BS Antennas

Figure 5.7 shows an overview of a 10-element BS antenna. The 
antenna is inserted into a radome made with a fiberglass reinforced 
plastic (FRP) cover to protect the antenna components from wind, 
rain, snow, and so on. A cover with a circular cross section offers 
better protection against strong wind pressure than a cover with a 
rectangular cross section. A microstrip antenna is used as a dual 
polarization element with two feeding points. As shown in Figure 
5.7(b), double layered antenna substrates are used to achieve vertical 
and horizontal polarization diversity. The feeding circuits for both 
polarizations beneath the antenna substrates consist of thin coaxial 
cables, two phase shifters, and an adjustor, as shown in Figure 5.7(c). 
A dial at the antenna bottom is connected to the adjuster to change 
the phase of the antenna elements by using the phase shifter. The two 
connectors at the bottom are output ports for the two polarizations.
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Figure 5.7  Overview of dual polarization antenna (courtesy of Nihon Dengyo 
Kosaku): (a) radome, (b) antenna element, and (c) feeding network.

Figure 5.8 shows the diagram of the feeding network of a 
10-element antenna. Four subarrays are connected to a four-port 
phase shifter. Two subarrays, B and C, in the middle, are two-ele-
ment subarrays, and the top and bottom are three-element subarrays 
that suppress the grating lobes for beam titling.

Many thin coaxial cables are used to obtain the feeding net-
work of BS antennas. A simple and low-loss feeding network can 
be provided by a strip line, which has a conducting strip embed-
ded in a dielectric substrate with top and bottom ground planes. The 
strip conductors are partly supported by plastic posts to remove the 
dielectric substrate and to obtain the air-filled strip lines, which are 
used for the feeding networks of BS antennas (Figure 5.9). A loop slot 
is excited by two probes for ±45° polarization, and a parasitic patch 
is added to extend the frequency bandwidth. Two independent strip 
lines consist of a tournament-feeding network and an arch-shaped 
phase shifter with four output ports. Tilt angle adjustors are placed 
at the top and bottom of the feeding network.

The adjustor for manual phase change is replaced with a built-in 
motor driven adjustor to realize remote phase control. The beam tilt 
angle is fixed at the initial installation of the BS antenna. However, 

7040_Arai_V4.indd   1247040_Arai_V4.indd   124 5/12/22   5:00 PM5/12/22   5:00 PM



	 5.2  Design of BS Antennas	 125

the construction of a new BS near existing BSs requires coverage 
area adjustment and effective remote control of tilt angles. BS anten-
nas are locked to the post, as shown in Figure 5.10. A mechanical 
beam tilt is obtained by changing the fixed angle θt; it provides a sim-
ple and low-cost beam-tilted antenna. This beam tilt does not change 
the antenna gain, whereas a mechanical tilt not only increases the 
wind pressure resistance but also contributes to the bad appearance 
of the structure.

A polarization diversity BS antenna employing both vertical 
and horizontal polarization uses a printed twin dipole with parasitic 
elements as shown in Figure 5.11(a). The parasitic element expands 
the frequency bandwidth while keeping the beam width at the same 
value in the E and H plane [5]. Figure 5.11(b) presents three-sector 
polarization diversity antenna built in one radome.

5.2.2  Components of BS Antennas

The basic BS antenna elements, namely, the dipole and microstrip 
antenna, were described in Section 4.1. In the current section, a 

Figure 5.8  Feed network of subarray antenna.
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Figure 5.9  Structure of eight-element BS antenna: (a) antenna elements, (b) antenna 
feeding probes, and (c) feeding network. (Courtesy of Nazca Industrial Technology.)
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modified crossed dipole antenna for ±45°-polarization diversity for 
the sector antenna is presented. Figure 5.12 depicts the crossed dipole 
with feeding lines. Simple feeding is obtained by a Lecher line, and 
a pair of ports 1–1’ or 2–2’ excites the orthogonal dipole antennas. A 
compact and wide band crossed dipole antenna element is given by 
a square loop with a corner gap, as shown in Figure 5.13(a) [6]. Four 
square loop elements are closely placed and are coupled with one 
another. When the feeding port 1–1’ is excited, the current on the ele-
ments flow in the direction of the solid arrow lines in Figure 5.13(b). 
Such current radiates a +45° polarization. The induced currents on 
the unexcited elements shown as dotted arrow lines make loop cur-
rents, which do not radiate to the front direction (z-axis) but radi-
ate slightly in the xy plane. These coupled loop currents extend the 
effective antenna area and increase the frequency bandwidth. The 
other geometries of the crossed dipole antenna are given by a square 
loop without a gap [7], a bow tie-shaped element [8], and others.

The feeding circuits of a printed dipole antenna consist of a 
built-in balun and reflector, as shown in Figures 4.4 and 4.5. This 
printed antenna becomes complicated geometry when combin-
ing two elements as the crossed dipole. A simple feeding circuit is 
given by connecting the antenna elements with the inner and outer 

Figure 5.10  Mechanical tilt.

7040_Arai_V4.indd   1277040_Arai_V4.indd   127 5/12/22   5:00 PM5/12/22   5:00 PM



128	 Design of Base Station Antennas

Figure 5.12  Crossed dipole and feeding.

Figure 5.11  Polarization diversity antenna: (a) printed twin dipole element with 
parasitic element, and (b) three-sector polarization diversity antenna.
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conductors of the coaxial cable (Figure 5.14). The feeding coaxial 
cable on the reflector measures h = λ/4 in height and is operated 
as a balun. A bent element is used to not touch the two orthogonal 
feeding lines at the antenna center. A small difference in the coaxial 
waveguide height denoted as g is introduced for the bent element.

The reflector size is determined by adjusting the beam width of 
the antenna element. Figure 5.15 shows the geometry of the dipole 
backed by the reflector. Let the ground plane seize being infinite (W 
→ ∞, L → ∞); then, an image current at z = −d flows in the reverse 
direction, and the radiation pattern in the zx plane is given as:

Figure 5.13  Modified crossed dipole and feeding: (a) antenna element, and (b) 
current flow on elements.

Figure 5.14  Dipole antenna and coaxial cable feeding.
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D q( ) = Csin

kod
2

cosq⎛
⎝⎜

⎞
⎠⎟ 	

(5.4)

where C is a constant and ko is the wave number in the free space. 
The HPBW of 120° is obtained by d = λ/4 and is wide for the sector 
antenna element. The H plane pattern (zx plane) is adjusted by the 
reflector width W and flange height H. The E plane pattern is not 
changed because the null direction is along the reflector length L. 
Figure 5.16 presents the HPBW (Bw) by changing the reflector param-
eters. The beam width is determined to be 60° to 65° by using the 
reflector and is adjusted by a few degrees by the flange height.

An omnidirectional antenna used in outdoor cellular base sta-
tions is given by a colinear array antenna, as described in Section 
5.1.1. The antenna consisting of coaxial cables arrayed in the vertical 
orientation is replaced with a loop slot antenna on the dielectric sub-
strate, as shown in Figure 5.17(a) [9]. The substrate width W is 0.2λ, 
and the slot size of a × b = 0.1λ × 0.3λ gives the 1λ circumferential 
length of the slot. A rectangular strip surrounded by the loop is fed 
by a microstrip line on the backside of the substrate. The current on 
the strip flows along the z direction and radiates the omnidirectional 
vertical polarization in the xy plane. The frequency bandwidth is 
extended by adding parasitic elements at both sides of the substrate, 
as shown in Figure 5.17(b) [10]. The antenna gain is increased by 
stacking the element along the z direction, and the feeding network 
is given by microstrip lines. The narrow substrate geometry facili-
tates the insertion of a cylindrical radome.

Figure 5.15  Dipole antenna backed by reflector.
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Figure 5.16  Beam width in H plane by reflector, d = λ/4, L = λ: (a) beam width 
versus W/λ; H = 0, (b) beam width versus H/λ.

Figure 5.17  Vertical polarized loop slot antenna: (a) loop slot and feeding circuit, 
and (b) loop slot with parasitic elements.
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The crossed dipole antenna (Figure 5.12) radiates an omnidi-
rectional horizontal polarization by giving the phase difference of 
90° between ports 1–1’ and 2–2’. This crossed dipole is known as a 
turnstile antenna. The pattern ripple in the xy plane of ±0.5 dB is 
greater than the loop slot, and the diameter is double the loop slot. 
Figure 5.18 depicts a rounded folded dipole antenna, which is known 
as a halo antenna [11]. The resonant frequency is determined by the 
diameter D, and impedance matching is realized by adjusting the 
gap length g and element width w. A small diameter D < 0.2λ and 
an omnidirectional pattern are provided by this antenna. A com-
bination of the loop slot and halo antenna can be used as a vertical 
and horizontal diversity antenna, as shown in Figure 5.19. A para-
sitic element is added to extend the frequency bandwidth of the halo 
antenna [12].

The omnidirectional pattern that radiates a 45° slant polariza-
tion is given by four crossed dipoles [13] and a monopole antenna with 
slant parasitic elements on the ground plane [14]. A simple geometry 
for slant polarization can be obtained by a slotted conducting cylin-
der, as shown in Figure 5.20. The cylinder has four thin slots measur-
ing 0.8λ in length and is inclined at a 45° angle. A λ/2 dipole antenna 
is placed at the cylinder center. The dipole antenna that excites the 
vertical polarization and is loaded with parasitic cylindrical slots 
inclined at 45° produces the omnidirectional radiation pattern. The 
feeding dipole is replaced with the loop slot antenna, and a ±45° 
polarization antenna is obtained by aligning two polarizations ver-
tically (Figure 5.21). The element spacing is d = 0.8λ, and the array 
spacing is s = 1λ for the cylinder radius R = 0.15λ. A slim ±45° polar-
ization diversity antenna is provided by the slotted cylinder with a 
loop slot-feeding network.

A BS antenna consists of antenna elements, feeding cables, and 
phase shifters. Coaxial cables are used for the feeding network, and 

Figure 5.18  Halo antenna.
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a phase shifter is inserted into them to obtain the beam tilt function. 
The adjustment of the tilt angle is mainly performed when the BS 
antenna is initially installed. The adjustment cycle is not frequent, 
and a semifixed phase shifter is used for the BS antenna. Several tens 
of watts of RF power are fed to the phase shifter of the BS antenna, 

Figure 5.19  Omnidirectional V/H-polarization diversity antenna.

Figure 5.20  Omnidirectional slant-polarization diversity antenna.
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then interpassive modulation is avoided such that it does not inter-
fere with the receiving frequency band. Because of the power han-
dling capability and nonlinearity performance of semiconductors, 
PIN diode-based phase shifters are not used in cellular systems.

Figure 5.22 shows a microstrip line T-junction with a moveable 
feeding line connected to the input port. The middle position of the 
feeding line denoted as input port 0 provides equal amplitude and 
in-phase output at 1 and 2. The phase difference between two output 
ports is given by (l1 − l2)/λg for the feeding line position at 0’, where 
λg is the guide wavelength of the microstrip line. This description 
reflects the basic principle of the phase shifter. A multioutput port 
phase shifter is obtained by the same technique (Figure 5.23). Output 
ports are connected to an arched microstrip line, and the moveable 

Figure 5.21  Omnidirectional ±45º-polarization diversity antenna: (a) antenna ge-
ometry, and (b) loop slot feeding circuit.
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strip is rotated by the angle of ϕ. The phase difference at ports 2 and 
3 is greater than that at ports 1 and 4 by a factor of (rb − ra)ϕ because of 
the different radii of the arches. This geometry is appropriate to use 
for a BS antenna with a subarray structure (Figure 5.8).

Another phase shifter consists of a meander microstrip line 
and a moveable dielectric plate (Figure 5.24) [15]. The guided wave-
length of the dielectric covered line is shortened by the high dielec-
tric constant of the plate. The electrical length of the microstrip 
line is changed by the position of the dielectric plate, and the phase 
delay between ports 1 and 2 is changed. This phase shifter has high 
power handling capability and a wide frequency band because of the 
absence of contact electrodes.

Figure 5.22  Semifixed phase shifter.

Figure 5.23  Four-port arch shaped phase shifter.
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5.2.3  Design of Array Pattern

An advanced design of a vertical plane pattern for a base station 
antenna is shown in Figure 5.25. Given θ = 0° as the horizon, the 
lower region 0 < θ < +90° is a pattern corresponding to cosec2θ, and 
the upper region −90° < θ < 0° is designed as a Taylor distribution, as 
described in Section 4.2.2. In particular, the level in the direction of 
another cell using the same frequency is often specified as very low 
(−30° < θ < 0°). This design is based on antenna pattern synthesis 
(Section 4.2.3), and the excitation condition of each antenna element 
is obtained by adjusting the amplitude and phase distribution [16]. 
The cosec2θ pattern can also be obtained by the phase control of one 
or two elements and a simple amplitude weight in the following pro-
cedure [17].

Consider an equispaced linear array of N elements along the 
z-axis. The array factor function f(θ) may be transformed into a prod-
uct of polynomials as:

f q( ) = I ne
jn kod sinq+fo( )

n=0

N

∑ = I N w − wn( )
n=1

N

∏ ⇒ I N w − 1 + e( )wn( )
n=1

N

∏
(5.5)

where k0 is the free-space wavenumber, d is the spacing between ele-
ments, In is the magnitude of the nth current element, ϕ0 is the phase 

Figure 5.24  Phase shifter with moveable dielectric plate.
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difference between the elements for the main beam tilting, w is ejψ 
= ejkodsinθ+ϕo, and wk denotes the roots of the array factor polynomial. 
The variable w moves in the unit circle according to the change of θ, 
and the nulls of f(θ) are filled by adding the constant ε, which relo-
cates some of the roots inside or outside the unit circle [18].

Figure 5.26 presents an example of a null-filled pattern, in which 
the current amplitude is given by In = (N − n)/N, (n = 0, 2, …, N − 1). 

Figure 5.25  Vertical plane radiation pattern of BS antenna.

Figure 5.26  Null-filled radiation pattern; N = 16, d = 0.5λ, ϕo = 0, ε = 0.1, solid 
line is amplitude slope of 1/N and dotted line is uniform amplitude.
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All the nulls of the uniform amplitude weight disappear, and the 
null-filled pattern is obtained. This null-filled pattern is transformed 
into a cosec2θ pattern by adding a phase difference of Δϕ1 to the first 
element (n = 1), in addition to the beam tilt phase difference of ϕo [17]. 
Assuming the slope current amplitude distribution of 1/N, the array 
factor f(θ) is divided into the first term and the other terms as:

	
f q( ) = e jΔf + N − n

N
e jny

n=1

N −1

∑
	

(5.6)

The pattern of Δϕ1 = 0 is symmetrical with respect to θ = 0, and 
an asymmetrical term of jsin Δϕ appears because of the additional 
phase difference of Δϕ1. This asymmetrical term lifts up the pattern 
in the region θ > 0 and lowers the pattern in θ < 0, which provides 
a quasi cosec2θ pattern (Figure 5.27). The phase difference of Δϕ2 is 
added to the second element to suppress the side lobes for θ < 0. The 
conventional pattern synthesis methods shown in Figure 5.27 give a 
sharp cutoff around θ = 50° [19, 20]; in contrast, the simple procedure 
described in this section provides an almost similar radiation pat-
tern and does not require iterative calculations to control the ampli-
tude and phase distributions.

Figure 5.27  Cosec2θ radiation pattern; N = 16, d = 0.5λ, ϕo = 8º, ε = 0.1, 
Δϕ1=90º, Δϕ2 = 25º.
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5.3  DIVERSITY AND MIMO ANTENNA

This section presents the BS antenna configuration for diversity 
and MIMO systems. The correlation coefficient used to evaluate the 
antenna performance is described by a complex radiation pattern 
(i.e., the amplitude and phase distribution of the far field pattern). A 
spot cell antenna is given by a high-gain antenna, and a multispot or 
vertical sectorization is provided by a multibeam antenna. The feed-
ing circuit of a multibeam antenna consists of a Butler matrix and 
an active integrated antenna. This section describes these feeding 
circuits and their antenna configurations.

5.3.1  Antenna Pattern Correlation

Diversity and MIMO performance is characterized by the correlation 
coefficient, as described in Section 3.3.2. Figure 5.28 shows two-an-
tenna space diversity with an antenna spacing of d. An incoming 
wave Ei direction is denoted as the unit vector r̂.  The received elec-
tric fields at antennas #1 and #2 are expressed as follows:

	
e1 = EiG1ie

jfi

i=1

N

∑ ,   e2 = EiG2ie
j fi−ko r̂ ⋅d( )

i=1

N

∑
	

(5.7)

N incident waves arrive at the antenna with an amplitude Ei and a 
phase ϕi. G1i and G2i are the antenna gains in the direction of the 
i-th incident wave. Assuming that incoming waves change randomly 
with time and have the same amplitude, the mean values of e1 and 

Figure 5.28  Coordinate system of space diversity antenna.
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e2 become zero, that is, ⟨e1⟩ = ⟨e2⟩ = 0, and the correlation coefficient 
defined by (3.33) is rewritten as:

	

r =

1
2

e1 − e1( )∗ e2 − e2( )
1
2

e1 − e1( )2
e2 − e2( )2

=
Ei

∗G1i
∗ EiG2i exp −ko r̂ ⋅ d( )i=1

N∑
i=1

N∑ G1i
2

i=1

N∑ G1i
2

	

(5.8)

The ith incoming wave from the (θi, ϕi) direction is expressed by the 
delta function δ(x) as:

	
Ei =

d q − qi( )d f − fi( )
sinq 	

(5.9)

where sinθ is a metric coefficient in the spherical coordinates. Equa-
tion (5.8) may be converted into an integral form using the distribu-
tion function of the incoming waves in the θ and ϕ directions. The 
cross-polarization ratio defined by (3.32) is also included.

Uplink diversity reception is mandatory for base station anten-
nas to mitigate the effect of multipath fading and to compensate for 
the power imbalance between the uplink and the downlink because 
the uplink signal is weaker than the downlink. For a space diversity 
system, the same antenna is installed with a spacing of more than 
10λ. The correlation coefficient for this space diversity is calculated 
by assuming that the uplink signals have a uniform angular spread 
of ψm. The correlation coefficient of ρe is evaluated from the defini-
tion of (5.8) as:

	
re = sinX

X
⎛
⎝⎜

⎞
⎠⎟

2

,   X = 2p
Ψmd
l

⎛
⎝⎜

⎞
⎠⎟

sina
	

(5.10)

The calculated correlation is shown in Figure 5.29. For a design value 
of ρe < 0.5 for diversity reception, the antenna spacing of d should be 
more than 10λ because ψm > 1.5° is obtained from propagation mea-
surements in cities [21].

The same polarization components are used in the space diver-
sity system, and the low correlation between antennas is given by the 
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large distance, as explained previously. The polarization diversity 
by the orthogonal polarization components provides a very small 
correlation coefficient of less than 0.1 because of the small mutual 
coupling between two polarization components.

5.3.2  Butler Matrix and Multibeam

The cellular system is overlaid to enhance the channel capacity 
(Figure 5.30), and a multibeam cell is introduced, in addition to the 
micro- and spot cells. A multibeam is provided by an array antenna 
illuminating a part of a macrocell by dividing the part into several 
spots. Multibeam antennas are obtained by an analog feed circuit 
known as a Butler matrix or an active integrated antenna described 
in the next section.

Figure 5.29  Correlation coefficient of space diversity antenna.

Figure 5.30  Overlaid multicell system.
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The Butler matrix consists of a 3-dB hybrid coupler and delay 
lines. Figure 5.31 presents the operating principle of the 3-dB hybrid 
coupler. When a signal is inputted to port 1, equal amplitude with a 
phase difference of π/2 outputs is observed at ports 3 and 4. In this 
case, no signal is outputted to port 2. By switching the input port 
from 1 to 2, the phase delay at ports 3 and 4 is reversed, as shown 
in Figure 5.31(b). Figure 5.32 shows a diagram of the Butler matrix, 
where the phase delay of π/4 is given by the delay line and four out-
put ports are terminated in the antenna elements. The output phase 
difference is shown for the port 1 and 2 inputs, and the beam direc-
tion is depicted by solid arrow lines. The output phase differences 
between the antenna elements are −π/4 by port 1 and +3π/4 by port 
2. These differences change the beam direction, as shown in Figure 
5.32. When ports 3 and 4 are used for the input, the beam directions 
are reversed, as depicted by the dotted arrow lines.

Figure 5.31  Output phase of a 3-dB hybrid coupler: (a) input at port 1, and (b) 
input at port 2.

Figure 5.32  Butler matrix and output phase (HYB: 3-dB hybrid coupler, DL: π/4 
delay line).
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Figure 5.33 presents the radiation patterns by the Butler matrix, 
where the beam number corresponds to the input port number of 
the feeding circuit. For each beam direction, the maximum radiation 
angle matches the null point angle of the other beam. Hence, the cor-
relation between the beams is very small at less than 0.1. An advan-
tage of the Butler matrix is that it radiates several orthogonal beams 
simultaneously, but it does not radiate the front beam. All the radi-
ated beams by the Butler matrix are tilted from the front direction.

The example in this section is an application of a multibeam by 
a linear array, which can be extended to a two-dimensional array to 
produce a multibeam on the plane surface.

5.3.3  Active Integrated Antenna

Figure 5.34 shows three types of BS antenna structure, where the 
antenna components inside a radome are depicted in the area sur-
rounded by the dotted line. The feeding network of a conventional 
BS antenna, known as an analog feeding network, comprises ana-
log phase shifters and power dividers, as shown in Figure 5.34(a). 
A power line is connected to the BS antenna to supply the electri-
cal power with inside circuits, and several coaxial cables are pulled 
out to receive and transmit RF signals from a transceiver unit. The 
analog feeding network is used to tilt the main beam and to synthe-
size the radiation pattern. The beam tilt is used at a semifixed angle, 

Figure 5.33  Patterns by four-port Butler matrix.
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Figure 5.34  Beam forming network (BFN), phase shifter (PS): (a) analog beam form-
ing antenna, (b) hybrid beam forming antenna, and (c) digital beam forming antenna.
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and the synthesized pattern cannot be changed after the BS antenna 
installation.

An advanced BS antenna system requires dynamic pattern 
scanning to change the coverage area according to the status of ter-
minal users. A hybrid beam-forming network gives the beam scan-
ning, and its antenna structure is shown in Figure 5.34(b). A built-in 
transceiver unit is connected to a subarray, and the beam forming is 
obtained by the combination of analog phase shifters and transceiver 
units [22]. This structure does not need the coaxial cable output, and 
the signal is provided by an optical fiber to remove the transmission 
loss in high frequency. The beam forming is given by two stages. 
The beam angle change is controlled by the analog phase shifters in 
the vertical plane and is given by transceiver units in the horizontal 
plane.

Figure 5.35 shows the coordinate system of the beam coverage 
area. Beam scanning is obtained by changing the tilt angle θ from 
the horizontal line and the azimuth angle ϕ. The maximum tilt angle 
range of less than 20° is smaller than the azimuth one and is given 
by the subarray with analog phase shifters. The azimuth scanning 
range is around ϕ ≤ ⎪60°⎪ to cover a sector area as a quick response 
to track the user movement. This beam scanning is provided by a 
digital beam forming technology to remove the analog phase shift-
ers. The amplitude and phase of the output RF signal of the built-in 
transceiver can be dynamically changed and are controlled by the 
baseband signal generated by the digital processing unit. The base-
band signal information is transmitted through the optical fiber to 

Figure 5.35  Beam coverage area.
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the built-in transceiver, and thus no RF cables are used in the analog 
phase shifter.

A digital beam-forming antenna is given by removing the analog 
phase shifters from the hybrid beam-forming network, and the trans-
ceiver units are connected to all the antenna elements, as shown in 
Figure 5.34(c). The beam scanning can be obtained by changing the 
tilt angle θ and azimuth angle ϕ simultaneously.
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6
DESIGN OF MOBILE TERMINAL 

ANTENNAS

Built-in antennas for smartphones and mobile terminals are pre-
sented in this chapter. Antenna space is very limited in terms of 
integration with other electric devices in smartphones. The location 
of the antenna element as an antenna design parameter is described 
to include the effect of a hand holding the terminal. Antenna min-
iaturization is provided using the effect of the chassis to mount the 
antenna element. To remove or make use of the effect of the chas-
sis, an antenna design using chassis eigenmodes is presented. The 
chassis mode requires matching of the circuits to excite a desired 
mode effectively, and the design procedure of the matching circuits 
is described. Multiple antennas for diversity or multiple-input and 
multiple-output (MIMO) applications used in mobile terminals are 
explained by an evaluation factor of the correlation coefficient. 
Decoupling methods to suppress the mutual coupling of closely 
spaced antenna elements are explained to integrate multiple anten-
nas into the limited space of mobile terminals. Finally, numerical 
and real phantoms to emulate the human body are presented for sta-
ble evaluation of antennas under the effects of human bodies. The 
effects of the hand and body are also discussed in terms of antenna 
design.
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6.1  BUILT-IN ANTENNA

This section describes the process of mounting antenna elements 
into smartphones and the effect of the chassis on antenna character-
istics. First, the space for the built-in antenna is depicted, and sev-
eral examples of antenna location are presented. The mounting of the 
antenna elements in the limited space in smartphones is described 
for the microwave frequency band. The design parameters of built-in 
antennas are limited, and the input impedance is adjusted by match-
ing circuits, which is presented as the second topic in this section.

6.1.1  Antenna Location and the Effect of the Chassis

Figure 6.1 shows the location of the built-in antenna in a smartphone, 
where the antennas can be placed at the four edges denoted by A, B, 
C, and D. Upper part E is used for the near field communication (NFC) 
antennas. The NFC system uses the frequency band of 13.6 MHz, and 
a spiral inductor is placed on the back side of the smartphone so the 
display is not disturbed. The top and bottom antenna positions (A 
and B) are appropriate when the smartphone is held by a single hand 
in browsing mode. Bottom position B is effective in decreasing the 
exposure of the head to electromagnetic waves in talk mode. The 
side positions (C and D) are used for the antennas in landscape mode 
because the top and bottom parts (A and B) of the smartphone are 
being held in this case.

Figure 6.1  Antenna location in a smartphone.
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Figure 6.2 shows examples of an antenna location in cellular 
smartphones. The frequency spectrum used in a smartphone is 
extended from around 700 MHz to 6 GHz for the use of the cellular 
system, wireless local area network (WLAN), and global position-
ing system (GPS). In example (a) in Figure 6.2, the main antenna is 
placed at position B, and another antenna for the use of WLAN and 
GPS is placed at position A. The main antenna and subantennas are 
used in example (b) for diversity reception or a MIMO system. These 
two examples are assumed to be mainly used in the talk and viewer 
modes. Example (c) allows for use in the landscape mode, and the 
main and sub-WLAN antennas are separated from the GPS antenna.

Figure 6.3 presents three examples of smartphone antennas. 
Printed circuit board antennas are etched on the substrate edge of 
the radio frequency (RF) circuits, as shown in Figure 6.3(a), where 
a bent monopole antenna is used. The substrate of the RF circuit is 
a part of the ground plane of the monopole antenna, which changes 
the antenna radiation pattern. The layout design is flexible, and the 
antenna is inexpensive [1]. A film antenna printed on a polyethylene 
terephthalate (PET) substrate can be easily mounted on a conformal 
shape because of its flexibility, as shown in Figure 6.3(b) [2]. The 
direct laser structuring process enables a 3-D antenna design and 
provides embedded antennas for smartphones, as shown in Figure 

Figure 6.2  Antenna location examples of a smartphone: (a) a single cellular anten-
na, (b) main and subcellular antenna, and (c) multiantenna.
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6.3(c). An antenna element is metalized on the part of the plastic 
made by injection molding [3], which is easily embedded inside the 
smartphone.

6.1.2  Antenna Elements

Figure 6.4 shows a basic design model for a built-in antenna. The 
hatched area at the top is an antenna space in this example, and 
L and inverted-F antenna elements are shown in Figures 6.5(a) and 

Figure 6.3  Antenna examples used in smartphone: (a) PCB antenna, (b) thin film 
antenna, and (c) molded interconnect antenna.

Figure 6.4  Geometry of built-in antenna.
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(b), respectively, and are used for the built-in antenna. The electrical 
length of the antenna is extended by a meander line (Figure 6.5(c)) to 
lower the resonant frequency. Dual resonance is obtained by adding 
a branch element (l2), as shown in Figure 6.6(a), and the branch ele-
ment can also be extended to the outer side, as shown in Figure 6.6(b). 
A parasitic element (p2) near a feeding element (l1) also provides dual 
resonance, as shown in Figures 6.6(c) and (d). Multiresonance can be 
obtained by increasing the number of branch or parasitic elements 
[4, 5].

Figure 6.5  Built-in antenna element: (a) L antenna, (b) inverted F antenna, and (c) 
meander line antenna.

Figure 6.6  Multiresonance antenna element: (a) inner blanch element, (b) outer 
blanch element, (c) inner parasitic element, and (d) outer parasitic element.
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The electrical length of the antenna elements described in this 
section is λ/4, which requires the ground plane to resonate at the 
designed frequency. A prefect image current is given by the infinite 
ground plane perpendicular to the antenna element, and the smart-
phone chassis denoted by L × W in Figure 6.4 is then operated as a 
part of an asymmetrical dipole antenna rather than the ground plane. 
Figure 6.7 shows the asymmetrical dipole antenna, characterizing 
the geometry in Figure 6.5 as a simple model in which the antenna is 
described as an element of h = λ∕4 and the chassis is approximated 
by an element of length h′.

Figure 6.8 presents the normalized input impedance of the 
asymmetrical dipole Za = Z∕Ro = ra + jxa, where Ro is the input resis-
tance at h′ = h = λ/4. The normalized resistance increases by a factor 
of (h′/h)n, where n = 1 for h′/h < 1 and n = 2–3 for h′/h > 1. The nor-
malized reactance is capacitive for h′/h < 1 and inductive for h′/h > 
1. The electrical length of the chassis should be adjusted to obtain 
resonance at the designed frequency. However, this cannot be car-
ried out in practical applications. Several antenna elements must be 
used to cover the wide band frequency spectrum assigned for the 
cellular system, forcing antenna designers to apply matching circuits 
for each antenna resonance.

6.1.3  Matching Circuit

The input impedance of the antenna Za is matched to the charac-
teristic impedance of the transmission line Zo connected to the ter-
minal 1–1’ by matching circuits, as shown in Figure 6.9, where the 
reactances of x1 and x2 are assumed to be purely imaginary. Two 
matching circuits are selected depending on the value of the antenna 
resistance normalized by Zo, which is usually 50Ω. Circuit A is used 
for the case of normalized resistance ra < 1, and circuit B is used for 
ra > 1.

The combined impedances at terminal 1–1’ are given as:

	

zA = 1
1
jx2

+ 1
jx1 + ra + jxa

,      zB = jx1 + 1
1
jx2

+ 1
ra + jxa 	

(6.1)
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Figure 6.7  Asymmetrical dipole antenna element.

Figure 6.8  Normalized input impedance of asymmetrical dipole; h = λ/4.

Figure 6.9  Circuit topologies of matching circuit; za is normalized antenna input 
impedance: (a) circuit A, and (b) circuit B.
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The impedance matching condition is obtained by solving the 
following equations:

	
Re zi( ) = 1,      Im zi( ) = 0,      i = A,B

	
(6.2)

where Re and Im represent the real and imaginary parts of the imped-
ance zi, respectively. The solutions of (6.2) are given as follows:

	

x1 = ± ra 1 − ra( ) − xa ,   x2 = ∓
ra

ra 1 − ra( ) , ra < 1
	 (6.3)

x1 = −
x2 ra

2 + x2
2 + xax2( )

ra
2 + xa + x2( )2 ,   x2 =

2xa ± 2 ra
2 ra − 1( ) + raxa

2

2 ra − 1( ) , ra > 1

 
� (6.4)

In each case, two sets of solutions are obtained. It should be noted 
that x2 is determined at first in (6.4) to find the value of x1. 

Figure 6.10 presents the reactance values of both matching cir-
cuits as a function of ra. The solutions chosen in Figure 6.10 corre-
spond to the upper signs in (6.3) and (6.4). When circuit A is used 
for ra < 1, a series inductance x1 is the dominant factor in the match-
ing circuit and the range of shunt reactance x2 is −0.3 to −0.5. The 

Figure 6.10  Reactance of matching circuit; solid line is x2 and dotted line is x1:  
(a) circuit A, (b) circuit B.
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reactance values of circuit B converge to almost the same absolute 
value for a large ra.

It should be noted that the matching circuit loss is mainly deter-
mined by the reactance elements. The loss of the chip inductors and 
capacitors used in the matching circuits is expressed by the factor Q 
as follows:

	
Q = X

Rl 	
(6.5)

where X and Rl are the reactance value and its resistance component, 
respectively. Radiation efficiency depends on Rl/Ra = X/QRa, where 
Ra is the radiation resistance of the antenna. The loss of the matching 
circuit should be minimized to improve the radiation efficiency of 
the antenna. Then, it is necessary to satisfy the equation of X/QRa 
<< 1. This condition can be rewritten as X << QRa. The Q value of 
the chip inductors and capacitors is greater than 10 above 1 GHz, 
which suggests that the reactance value should be X << 10Ra so as 
not to degrade radiation efficiency. The matching circuit parameters 
should also be designed to satisfy this criterion.

6.2  MULTIANTENNA SYSTEM

A multiantenna system is introduced into mobile terminals to miti-
gate the fading effect under multipath propagation environments and 
enhance the channel capacity for high-speed data transmission. The 
former application is known as diversity reception, and the latter 
is based on a MIMO antenna system. Multiantenna systems require 
more space in mobile terminals. However, the space available for cel-
lular systems is limited because of the increase in the number of 
antennas used to cover a wide frequency spectrum. The number of 
chassis operating modes can be increased by adding feeding probes 
to the chassis of mobile terminals. First, the theory and feeding 
methods of the chassis mode are presented here. This section also 
describes how to install multiple antennas in a mobile terminal and 
presents the effect of mutual coupling to measure antenna perfor-
mance. Several antennas are arranged close to one another in the 
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limited space of the terminal, which increases the mutual coupling 
between antenna elements. The third topic is decoupling methods 
used to decrease the coupling effect for multiple antennas in MIMO 
applications.

6.2.1  Chassis Mode

The antennas described in Section 6.1.1 use the chassis as a part of 
the radiating element, and resonance is given by the combination 
of the antenna element and chassis. The chassis has self-resonance 
when its side length is greater than λ/2. This section presents the the-
ory of chassis resonance by introducing the characteristic mode [6, 7].

Figure 6.11 shows a conducting body surrounded by So, the 
radiated electric field Es, a current J on the body surface, an incident 
electric field Ei, and an observation point p on surface S. The electric 
field generated by current J is given by the summation of an infini-
tesimal current element, as described in Section 1.2:

	

E s r( ) = − jwm0 I + 1
ko

2 ∇∇
⎛
⎝⎜

⎞
⎠⎟
⋅ J ro( ) e

− jko r− ro

4p r − ro

dSo
So

∫
	

(6.6)

where r and ro are observation and source position vectors, and ω, 
μo, and ko are the angular frequency, permittivity, and wave num-
ber in free space, respectively. The boundary value condition on the 
conductor surface is used to eliminate the tangential electric field on 
surface S as follows:

	
n × E s + E i( ) = 0

	
(6.7)

Figure 6.11  Geometry of conducting body and parameters.
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where n is the normal vector on surface S. Assuming no incident field 
Ei = 0, the boundary value condition on S is expressed as follows:

	 n × E s r( ) = R J( ) + jX J( ) = 0 	 (6.8)

The solutions of (6.8) are given by the complex angular fre-
quency as ωn = ωnr + jωni. The mode number is represented by n, and 
the corresponding current distribution is denoted as Jn. This solu-
tion, known as the natural mode, is rigorous. However, it is cumber-
some to determine the numerical solutions. Another solution can be 
obtained via the analogy of the resonance of a series RLC circuit as 
X(J) = 0. This approximate solution is derived from the eigenvalue 
problem and is easily calculated numerically. This solution is known 
as the characteristic mode.

Figure 6.12 shows the geometry of a rectangular conducting 
plate as a simple model of the chassis. The characteristic mode anal-
ysis provides eigenvalues to determine the corresponding frequency 
and current distribution. The current distributions of the dominant 
three modes of the conducting plate (b/a = 3) are shown in Figure 
6.13, where Ji (i = 1, 2, 3) denotes the mode number and the arrow 
represents the rough current flow.

Figure 6.12  Geometry of rectangular conducting plate.

Figure 6.13  Current distribution of characteristics mode; b/a = 3: (a) J1, (b) J2, and 
(c) J3.
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Mode J1 is known as the dipole mode due to a side length of 
b ≅ λ/2, and J2 is given by a ≅ λ/2. Mode J3 is the second harmonic 
one of mode J1. These modes are almost the same as those of the 
microstrip antenna described in Section 4.1.2. The chassis mode 
does not require any radiating elements, but it does require the probe 
to excite the mode efficiently.

The probe should be nonresonant so as not to disturb the chassis 
mode [8]. Figure 6.14(a) presents a nonresonant T-bar probe to excite 
mode J1. Two T-bar probes are mounted at the middle of both sides 
of the plate [9], and the excited current distribution shown in Figure 
6.14(b) is almost the same as J1 in Figure 6.13(a). A T-bar probe should 
be connected with the feeding line through the matching circuit to 
create resonance at the designed frequency. The two T-bars in Figure 
6.14(a) are excited in phase to maintain the symmetrical current dis-
tribution along the y-axis.

6.2.2  Antenna Position and Mutual Coupling

More than two antennas are used in diversity reception, and multiple 
antennas are mounted at the chassis edge, as shown in Figure 6.15. 
The antenna spacing d, a dominant factor in mutual coupling, should 
be suppressed to lower than −10 dB to obtain the required diver-
sity gain. Mutual coupling is estimated by a simple model of two λ/2 
dipole antennas, as shown in Figure 6.16. This model provides the 
lower boundary of the mutual coupling because the antenna shape 
and chassis increase the coupling in actual mobile terminals.

Figure 6.14  T-bar probe on plate; b∕a = 3, Cw∕a = 0.17, Cd∕a = 0.9, h∕a = 0.17: 
(a) geometry of T-bar probe, and (b) current distribution.
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Figure 6.17 shows mutual coupling as a function of frequency 
by changing antenna spacing. Mutual coupling was suppressed by 
less than −10 dB for d > 40 mm and f > 2 GHz, which is acceptable 
for the installation of the antenna elements on the narrow side of 
the terminal. A long side can be used for low frequencies less than 1 
GHz, and the top and bottom edges represent another antenna posi-
tion. To verify these criteria, mutual coupling is demonstrated by 
two modified inverted-F antennas mounted on the narrow side of 
the chassis, as shown in Figure 6.18. A nonradiating element of the 
inverted-F antenna is folded to reduce its size, and the position of 
the matching stub is adjusted to obtain impedance matching at 2 
GHz. The spacing d is defined as the distance between feeding posi-
tions. The mutual coupling S21 is approximately 3 dB larger than 
that in the two-dipole model, as shown in Figures 6.18(a) and (b), 
which is caused by the coupling between nonradiating elements. The 

Figure 6.15  Antenna position on chassis.

Figure 6.16  λ/2 dipole array.
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feeding elements in Figure 6.18(c) are orthogonal to each other, and 
S21 is decreased compared with (a) despite the small distance d. The 
coupling of orthogonal antenna elements can theoretically be elim-
inated, and the coupling of (c) depends on the coupling between a 
feeding probe and nonradiating element of another antenna, with 
these components being parallel to each other. As described in this 
section, the dominant factors of mutual coupling are the distance 
between feeding elements and their relative orientation.

6.2.3  Decoupling Method

This section presents decoupling methods used to suppress the 
mutual coupling between closely spaced antenna elements. Figure 
6.19(a) shows a ground plane notched to decrease the current flow 
between antenna elements along the ground plane edge. The notch 
depth ld of λ/4 creates an open end at point P, which suppresses the 
current flow between antenna feeding points. The notch is able to 
stop the current at the ground plane edge. However, it cannot sup-
press the current induced through the space. A decoupling bridge 
connecting two antenna elements, as shown in Figure 6.19(b), can-
cels the induced current IBA from antenna A to B by creating another 
current path, denoted as a dotted loop. This loop current is given by 
the image of the ground plane. An upward current IBA on antenna 
element B induced by the electric field radiated from element A is 

Figure 6.17  Mutual coupling of λ/2 dipole array.
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canceled by the downward current I′BA at the feed point when the 
loop length is λ.

These decoupling methods suppress mutual coupling via a 
simple modification of the antenna, and they heavily depend on 
the currents flowing on the ground plane. The center frequency is 
shifted by the decoupling parameters, and the antenna should then 
be redesigned to adjust the center frequency. The radiation pattern 
in the vertical plane is significantly altered by the decoupling notch 
as the current on the ground plane is quite different from that of 
the antenna without the notch. The decoupling bridge maintains the 
same radiation pattern due to the image current I′BA canceling the 
radiation from the bridge current IBA. The change in radiation pattern 
should be considered in the design of decoupling methods.

Mutual coupling is suppressed by adding a decoupling network 
at the feeding points, as shown in Figure 6.19(c). The additional cir-
cuit consists of delay lines and a shunt reactance [10]. The mutual 
coupling between antennas A and B is determined by an impedance 
matrix of order 2 × 2, where the element is denoted as Zij (i, j = A, 
B). The coupling factor ZAB is adjusted by connecting a transmission 
line to make the real part of ZAB zero, which is equivalent to having 
zero energy transfer between the two elements. As shown in Figure 

Figure 6.18  Inverted-F antennas on chassis: (a) d = 22 mm, (b) d = 50 mm, and 
(c) d = 12.7 mm.
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6.19(c) and Section 3.1.1, ZAB at 1–1’ is transformed into Z(L) at 2–2’ 
as follows:

	
Z L( ) = Zr + jZi =

ZAB + jZc tan bL( )
Zc + jZAB tan bL( ) 	

(6.9)

where Zc, β, and L are the characteristic impedance, propagation 
constant, and length of the transmission line, respectively. After set-
ting the length L to Zr = 0, the imaginary component Zi is canceled 
at 2–2’ by the shunt reactance of jB = −Zi. The nondiagonal elements 
of the impedance matrix are set to zero in the above procedure, and 
the diagonal elements are not matched with the impedance of the 
feeding point. To use this decoupling network, the matching circuit 
should be connected with ports 3 and 3’. Figure 6.20(a) shows the 
input characteristics of this decoupling method and mutual coupling 
suppression in a wide frequency range.

The parameter setting Zr = 0 leads to the absence of induced 
current on the antenna, which is equivalent to having one antenna 
element as a reflector of another element. The radiation pattern of the 
monopole antenna becomes unidirectional because of the reflector, 
as shown in Figure 6.20(b), which is a drawback of this decoupling 
method.

Figure 6.19  Decoupling method: (a) decoupling notch, (b) decoupling bridge, and 
(c) decoupling network.
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6.3  BODY EFFECT

This section describes a special type of mannequin, called a phan-
tom, used to evaluate the influence of the human body on antenna 
characteristics. It is not easy to evaluate antenna performance in the 
presence of a real human body, then an electrical equivalent of the 
body is required to emulate it. Several types of phantoms used in the 
design of mobile terminal antennas are described here. The effect 
from the body can be presented by a simple sphere phantom in terms 
of the radiation pattern of the antenna to replicate the effect of the 
human body. An upper body and a hand phantom are also described 
to evaluate these effects on the antenna. Finally, these are also com-
pared with real human body results.

6.3.1  Numerical Phantom

A European work group called CO-operation in the field of Scientific 
and Technical Research 244 (COST 244) has proposed two simplified 
models of the head for numerical evaluations [11]. These two simpli-
fied models are a cube with a side length of 20 cm and a sphere with 
a radius of 10 cm. Both the cube and sphere are modeled on the basis 
that they are composed of a homogeneous dielectric material. One 

Figure 6.20  Decoupling network; solid line is with decoupling network, dotted 
line is without decoupling network: (a) input characteristics, and (b) radiation pattern.
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example of typically assumed material constants is given in Table 
6.1.

To model the skin, an outer shell of a dielectric material with 
a thickness of 5 mm and a dielectric constant of 3 (εr = 3) is added. 
Such a simple form for the phantom is useful as a standard to check 
the validity of the computational codes and measurement setups.

The example of a sphere using the layered structure model 
shown in Figure 6.21 provides a precise analytical model, and the 
corresponding parameters are given in Table 6.2. Using the lay-
ered-sphere model, it is possible to compute the absorption of the 
electromagnetic wave by a thin layer, such as the skin [12]. Table 6.2 
shows the assumed material characteristics of the various layers in 
the human head model.

An analysis object can be divided into very small volumes or 
cells by the finite difference and time domain method. Once a real 
object is discretized into cells, the characteristics of the model can 
be calculated numerically, thereby giving a close approximation to 
the actual characteristics. The phantom used in numerical simula-
tions is based on an anatomy chart of the human body. A phantom 
with millimeter-resolution accuracy can be constructed automati-
cally using magnetic resonance imaging data from a human body. 
The phantom used for numerical simulations must be specifically 

Table 6.1
Electrical Parameters of the COST 244 Phantom
f (MHz) εεr σσ
900 43 0.83
1800 41 1.14

Table 6.2
Parameters of Layered-Sphere Model

P Layer Rp (cm) εεr σσ (S/m)

6 skin a 47.5 1.33

5 fat a − 0.15 6 0.10

4 bone a − 0.27 5 0.20

3 dura a − 0.70 47.5 1.33

2 CSF a − 0.80 83.2 1.33
1 brain a − 1.10 59.4 1.00

(f = 2 GHz ), dura = cranial dura matter; CFS = cerebrospinal fluid.
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tailored to the purpose of the calculations. The Visible Human Proj-
ect contains data on the electrical characteristics of human body tis-
sues in relation to frequency [13].

6.3.2  Phantom in Measurement

Creating an exact replica of the human body is not cost-effective, and 
phantoms composed of one of two types of homogeneous dielectric 
material are normally used to emulate its shape: a dry phantom made 
of a ceramic material or a wet phantom consisting of a water solution 
or a jelly-like substance made into a thin plastic shell. One issue is 
that the dry phantom tends to be very heavy, although the hard mate-
rial acts as a realistic imitation of the head, hand, and upper half of 
the body. The wet phantom offers the advantage that additives can 
be used to change its material characteristics. However, one major 
disadvantage is that it is difficult to preserve wet phantoms for more 
than one month due to the type of material used.

The human body consists of low-water content structures, such 
as the skin, fat, and bone, as well as high-water content structures, 
such as the brain, muscles, and internal organs. However, the elec-
trical characteristics of the tissues vary greatly at frequencies of 10 
MHz and more. For mobile communications operating at a frequency 
band of 800 MHz–2 GHz, the dielectric-loss tangent is 0.1–3.0 and 
the dielectric constant ranges from 20–70 [14]. For materials used in 
the construction of phantoms, it is not easy to obtain a material with 
a loss tangent (tan δ) between 1 and 10. However, ceramic materials 

Figure 6.21  Layered-sphere phantom model; Ri: radius of each layer.
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can be used to obtain a dielectric constant (εr) between 10 and several 
10,000s in the microwave frequency band.

A phantom with a loss tangent similar to that of the human body 
can be constructed by adding conducting powder to the ceramic [15]. 
The composition of the plastic shell used to form the phantom shape 
includes Ba, Ca, Ti, Sn, and carbon powder, which then mimics the 
electrical characteristics of a living body. The electrical character-
istics of the plastic and oxide powder are εr = 3.1 and tanδ = 0.1 at 
1 MHz and εr = 20 and tanδ = 0.02 at 1 MHz, respectively. The dry 
phantom shown in Figure 6.22 was proven to be particularly useful 
when the influence of the hand on the radiation characteristics of the 
mobile terminal needed to be considered.

The wet phantom (Figure 6.23) was composed of a salt solution 
and agar chosen for use in the microwave frequency band [16], and 
the loss tangent could be controlled using NaCl. Because the mate-
rial of wet phantoms is equivalent to biological material [17], it also 
suffers from the problem that it can decompose over time. If the food 
preservative dehydroacetic acid sodium salt (DASS) is added to the 
phantom material, a preservation period of one month or more may 
be achievable at normal temperatures. The phantom should also be 
covered by a thin film for further protection.

The electrical characteristics of muscle tissues may also be imi-
tated in the frequency range from 200 MHz to 2.5 GHz. One example 
of the types of material used in a wet phantom is shown in Table 6.3.

In the 900-MHz frequency band, the dielectric constant may 
be controlled (from 35 to 65) using polyethylene powder and con-
ductivity can be controlled by introducing small quantities of NaCl 

Table 6.3
The Composition of the Phantom

Ingredients Muscle (g) Brain (g)
De-ionized water 3375 3375
Agar 104.6 104.6
Sodium Chloride 39.2 23.1
DASS 2.0 2.0
TX-151 84.4 57.1
Polyethylene powder 337.5 548.1

Phantom volume is about 3,500 cm3; agar for solidification; sodium 
chloride for conductivity control; dehydroacetic acid sodium salt (DASS) for 
preservation; TX-151 for gelling polyethylene powder for relative dielectric 
control.
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(0.3–2.5). Figure 6.24 gives an example of the dielectric properties of 
a wet phantom.

The dry and wet phantoms are designed to have the same elec-
trical parameters as a real human body. Another design procedure 
is given for an electromagnetic-equivalent phantom with the same 
characteristic impedance on the phantom surface [18]. The input 
impedance and radiation pattern of the antennas near the phan-
tom are affected by the reflection from the phantom surface, which 
means that the surface impedance is the dominant factor in deter-
mining the phantom’s electrical performance. The equivalent phan-
tom shown in Figure 6.25 consists of a head, an upper body, and a 
hand with an arm.

Figure 6.22  Ceramic dry phantom.

Figure 6.23  Wet phantom. (Courtesy of Prof. Ito, Chiba University.)
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The shell of the phantom is made of a low-dielectric resin. An 
electromagnetic wave-absorbing sheet is placed on the inside of the 
shell to provide the same surface impedance with the human body. 
Although the weight of the head and upper body of the specific 
anthropomorphic mannequin phantoms is greater than 20 kg, that of 
the equivalent phantom is 3.6 kg, and it can be easily installed on a 
simple 3-D rotary positioner with azimuth and roll axes when using 
the great circle cut measurement system.

Figure 6.24  Dielectric properties of body tissues at RF and microwave frequencies; 
20MHz–6 GHz (http://www.fcc.gov/fcc-bin/dielec.sh, 6–10 GHz; http://niremf.ifac.
cnr.it/tissprop/#cred).

Figure 6.25  Electrical equivalent phantom (courtesy of Microwave Factory):  
(a) talk position, (b) viewer position, and (c) hand phantom.
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6.3.3  Body Effect

This section presents the effects of the body on antenna performance 
using a sphere, an upper body, and a hand phantom in the design 
of mobile terminal antennas. First, basic measurement examples are 
presented to characterize the effect of the human body on antenna 
radiation pattern using a simple phantom emulating the human 
head, which, in this case, is a spherical wet phantom with a 10-cm 
radius and a dielectric constant of εr = 52 + j19. In the construction of 
wet phantoms, salt solution and agar have been the choice for those 
used in the microwave frequency band. The loss tangent may be 
controlled using NaCl. As stated earlier, because the material from 
which a wet phantom is made is equivalent to biological material, 
it also suffers the issue that it can decompose over time. For experi-
mental use, it is ideal to have wet phantoms that can be preserved for 
a long period while maintaining suitable material characteristics. If 
the food preservative DASS is added to the phantom material, a pres-
ervation period of one month or more may be possible at a normal 
temperature. The phantom should also be covered by a thin film for 
further protection.

For the measurements, a standard dipole antenna was used, and 
the two specific measurements included (a) the position of the null of 
the radiation pattern toward the phantom (α = 0°) and (b) the position 
of the maximum radiation from the antenna toward the phantom 
(α = 90°), as shown in Figure 6.26, where the measurement frequency 
was 2.5 GHz. The pattern is depicted only for the E-plane due to the 
axial symmetry about the y-axis. The measurement pattern in Figure 
6.27(a) shows a smaller change than that in Figure 6.27(b) because 
the null of the pattern faced toward the phantom. The small side 
lobes around θ = ±170° were caused by a creeping wave excited at 
around θ = 90° that propagated along the phantom surface and then 
radiated backward. In Figure 6.27(b), it can be clearly observed that 
the radiation pattern on the phantom side (180° ≤ θ ≤ 360°) was sup-
pressed, and the effects of the phantom were much larger than those 
in (a) in this case.

The reflection coefficient S11 of the dipole antenna is shown in 
Figure 6.28 for varying distances between the antenna and phantom 
and for two antenna orientations (α = 0° and 90°). Figure 6.28(a) (α = 
0°) shows that the antenna matching condition at the feed point (S11 
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< −20 dB) was not deteriorated, except for the antenna edge attached 
to the phantom (d = 0), because of the antenna current flowing to the 
phantom. The input characteristics were not affected by the small 
distance d in this orientation because the null in the radiation pat-
tern faced toward the phantom. Figure 6.28(b) (α = 90°) indicates that 
the distance d should be greater than 50 mm (0.41λ) to achieve stable 
S11 performance because the antenna radiating toward the phantom 
causes a large amount of reflection from the phantom.

The antenna input characteristics were not seriously affected by 
the distance (0.41λ in the previous example). However, the change 
in the radiation pattern due to blocking by the phantom cannot be 
neglected, as shown in Figure 6.27(b).

The second example is presented using a dipole antenna placed 
near the upper body phantom and human body (Figure 6.29). The 
change in radiation pattern should be carefully considered in the 
design of mobile terminal antennas. The radiation pattern presented 
in Figure 6.30 shows the experimental setup used to examine the 
horizontal and vertical antenna orientations. An electromagnetic-
equivalent phantom (Figure 6.25) was used in the measurement. The 
radiation patterns using the phantom agreed well with the patterns 
in the presence of a human body in the measurement at 940 MHz. A 
small difference in the pattern suppression level by the phantom side 
(180° ≤ θ ≤ 360°) was observed at 1,900 MHz due to the shape differ-
ence between the phantom human head and shoulder.

Figure 6.26  Spherical phantom and dipole antenna.
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Figure 6.27  E-plane radiation pattern: (a)α = 0°, —— d = ∞, — • — d = 0, — — – 
d = 0.08λ, – – – – d = 0.96λ and (b) α = 90°, —— d = ∞, — • — d = 0.17λ, — — –  
d = 0.42λ, – – – – d = 1.0λ.

Figure 6.28  Antenna input characteristics on the relative position of antenna and 
phantom for varying antenna positions: (a) antenna orientation, α = 0°, and (b) anten-
na orientation, α = 90°.

The third example is the effect of a user hand. The presence 
of the user hand also changes the performance of mobile terminals, 
especially the input characteristics [19]. A λ/2 dipole antenna was 
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placed in front of a hand as a basic evaluation model, as presented 
in Figure 6.31. The dipole was fixed using a polystyrene form spacer 
with a 5-mm thickness.

To ensure clear evaluations, the human test subject positioned 
his/her hand to align the knuckle of the middle finger with the cen-
ter of the antenna. A measure of voltage standing wave ratio (VSWR) 
was used instead of S11 so that small changes around the center fre-
quency could be observed. The VSWR performance of the antenna 
within two bands is shown in Figure 6.32, with three human test 
subjects and the hand phantom (Figure 6.25(c)) used [20].

Compared with the VSWR performance without test subjects, 
the matching frequencies in the 800-MHz and 2-GHz bands with 
human test subjects were shifted by more than 40 and 80 MHz, 
respectively. The VSWR performances with the phantom were virtu-
ally equivalent to those with human test subjects in these frequency 
bands. The VSWR losses at 840 MHz were greater than those at 1,970 
MHz because the electrical distance between the antenna and hand 
at 840 MHz was shorter. In the design of mobile terminal antennas, 
the center frequency shift and loss should be considered.

Figure 6.29  Upper body and dipole antenna.
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Figure 6.30  Radiation patterns from the antenna in the presence of typical human 
body and phantom; solid line is the pattern of human body, dashed line is the pattern 
of phantom, V-polarization is α = 0º, H-polarization is α = 90º, (a) 940 MHz, and (b) 
1900 MHz.

Figure 6.31  Hand and dipole antenna.
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Figure 6.32  Input characteristics on effect of hand (solid line is antenna without 
human hand; dashed line is antenna with phantom; fine lines are typical VSWRs of test 
subject). (a) 940 MHz, and (b) 1900 MHz.
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7
MEASUREMENT OF BASE STATION AND MOBILE 

TERMINAL ANTENNAS

This chapter describes practical measurement methods for BS and 
mobile terminal antennas. Open site and near-field measurements 
for the BS antennas are described as low power tests. Passive inter-
modulation (PIM) should be avoided in high-power BS antenna oper-
ations to avoid disturbing the frequency spectrum, and the theory 
and measurement of PIM are explained. In mobile terminal mea-
surements, the over the air (OTA) test is used to measure evaluation 
parameters of built-in antennas that do not have a test port to separate 
the antenna from the transceiver. Mobile terminals are requested to 
avoid the interference of electromagnetic (EM) waves and are tested 
in terms of EM compatibility (EMC). The exposure to EM wave radi-
ation should be maintained below the level defined by the specific 
absorption ratio (SAR) or the power density (PD) so that it does not 
harm the human body while using the mobile terminal. Finally, EMC 
and SAR/PD measurements are described.

7.1  BASE STATION ANTENNA MEASUREMENTS

BS antenna measurements are classified by the level of handing 
power. In low power tests, the antenna radiation pattern and input 
impedance are measured. BS antenna pattern measurement is per-
formed in an open site or near-field measurement when the antenna 
has a high gain. The beam width and the position of the null point 
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should be verified for the designed coverage area of the cell; then, 
this section presents the measurement method for high-gain anten-
nas that cannot be measured in an anechoic chamber. PIM causes 
serious problems, especially when the BS antenna is operated at 
high-power levels. This section describes the definition of PIM and 
its measurement method.

7.1.1  Antenna Pattern Measurements in Open Sites

The distance r between the transmitting and receiving antennas 
should satisfy the condition r ≥ 2D2/λ, defined by (3.18), to measure 
the far-field radiation, as presented in Chapter 3, where the max-
imum dimension of the antenna is denoted as D. For a cell radius 
of less than 3 km, the vertical radiation pattern of the BS antenna 
can be controlled by electronically adjusting the phase of the array 
elements. Since the length of the BS antenna becomes greater than 
10λ, and the measurement distance r requires more than 200λ as a 
far-field condition, and in the 900-MHz band, a distance greater than 
67m is necessary, which is difficult to obtain in an indoor facility.

To satisfy this far-field condition, the transmitting antenna on 
a steel tower or building should be installed, as shown in Figure 7.1. 
For radiation pattern measurement, it is necessary to prevent inter-
ference from the radio link that is in use and to suppress reflections 
from surrounding buildings. To avoid receiving waves reflected from 
the ground, the antenna size D should satisfy the following equation, 
where hr represents the height of the test antenna:

	
D ≥ 1

2
× 0.886

lr
2hr 	

(7.1)

This equation is derived so that the angle of ground reflection θt is 
larger than the half-power beamwidth θh (θt > θh), where the angle 
θt is approximated by θt = 2hr

∕r. If the test antenna is significantly 
greater than the wavelength, the half-power beamwidth 2θh of the 
radiation pattern can be approximated by the following equation:

	
2qh ≅ 0.886

l
D 	

(7.2)

Equation (7.1) is derived by θt > θh and (7.2).
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When the required distance is unavailable for measurements, 
a diffraction fence may be installed on the reflection position P in 
Figure 7.1 to suppress the influence of the reflected waves. The dif-
fraction fence should be mounted so that it does not interrupt the 
main beam between the transmitting and receiving antennas, and a 
saw-shape fence is used to provide effective diffraction.

Figure 7.2 shows a measurement method using ground reflec-
tion. The height ht of the receiving antenna near the ground is 
adjusted to have a phase difference of λ/2 between the direct and 
reflection paths to maximize the received electric field strength 
because the reflection coefficient at the ground is assumed to be Γ = 
−1. The height ht is given as:

	
ht ≅ lr

4hr 	
(7.3)

Figure 7.3 shows the slant range measurement to remove the 
effect from the ground reflection. The test antenna is installed on 

Figure 7.1  Far-field measurement using a tall tower.

Figure 7.2  Far-field measurement using ground reflection.

7040_Arai_V4.indd   1817040_Arai_V4.indd   181 5/12/22   5:00 PM5/12/22   5:00 PM



182	 Measurement of Base Station and Mobile Terminal Antennas

the top of the tower, and the measurement antenna on the ground 
is pointed toward it with a large elevation angle θe. This is an effec-
tive method for determining the direct path component in the 
measurement.

7.1.2  Near-Field and Very-Near-Field Measurements

The near-field measurement is an effective method for characterizing 
the far-field of BS antennas in an anechoic chamber. The cylindrical 
near-field measurement is the most commonly adopted technique 
for a BS antenna with a fan beam pattern. The theory of near-field 
measurement was described in Section 3.2.3, and the distance r 
from an antenna under test (AUT) to a probe (Figure 7.4(a)) should 
be placed in the Fresnel region defined in Section 3.2.1. The probe 
scan range along the z axis often takes very long to realize sufficient 
dynamic range, which requires a large measurement facility inside 
an anechoic chamber.

Multiprobe measurement is one of the simple techniques for 
resolving this problem by reducing measurement and calculation 
times [1]. Another technique is the single cut near-field to far-field 
transformation [2]. This section presents near-field and very-near-
field measurements for quickly obtaining the far-field of an AUT in a 
compact anechoic chamber.

The very-near-field measurement is based on an equivalent line 
electric current using a small loop probe to minimize disturbance 
of the EM field in the vicinity of the AUT. The equivalent currents 
are measured on a line in front of and in a circle around the AUT. 
The far-field pattern of each plane is estimated from the linear and 
circular distributions by applying the one-dimensional integral 

Figure 7.3  Far-field measurement using slant range.
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equation, and the measurement time and the equipment can be kept 
minimal. The spherical far field is approximated from the product of 
the far field of each cut plane, and its maximum directivity can be 
estimated.

The equivalent current method regards the equivalent current 
on each measurement point as a small electric dipole, and the radia-
tion field from the dipole is calculated [3]. The far field is calculated 
by integrating the radiation field from each dipole. Although each 
dipole is considered an infinitesimal dipole of zero length, the far 
field in the vertical plane is calculated similarly as a linear array 
antenna as follows:

	
Eq q( ) = Zo sinq J z m( )e jkozmcosq

m=1

M

∑
	

(7.4)

	
Ef q( ) = Zo J y m( )e jkozmcosq

m=1

M

∑
	

(7.5)

Figure 7.4  Cylindrical near field measurement: (a) geometry of measurement, and 
(b) photo of measurement setup.
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where Z0 represents the characteristic impedance in free space, sub-
scription means a polarization, Jz(m) and Jy(m) is the acquired com-
plex current, zm represents its position on the z direction, and k0 
represents the wavenumber in free space. To measure in as compact 
an area as possible, the measurement length of the linear current dis-
tribution is assumed to be equal to the length of the AUT.

The far field in the horizontal plane is calculated from the cir-
cular current distribution around the AUT. Assuming that the dis-
tance from the AUT center to the circular scan line is farther than 
the wavelength, which is sufficient, and compared with the far-field 
criterion of an infinitesimal dipole, the horizontal plane far field is 
given as follows:

	
Eq f( ) = Zo 1 + f̂ ⋅ f̂n( ) J z n( )e jkodf

n=1

N

∑
	

(7.6)

	
Ef f( ) = Zo 1 + f̂ ⋅ f̂n( ) J f n( )e jkodf

n=1

N

∑
	

(7.7)

	 d = xn cosf + y n sinf 	 (7.8)

where N represents the total number of equivalent currents on the 
circle; xn and yn represent the coordinate points on the x and y axes, 
respectively; and, ϕn represents the azimuth angle of each equiva-
lent current. f̂  represents the unit vector of ϕ direction, and f̂n  rep-
resents the position vector of each sampling point [4].

By using the orthogonal cut planes obtained as described ear-
lier, the spherical far-field pattern is approximated as:

	
Ep q,f( ) = Ep q,f = 0°( )Ep q = 0°,f( ),   p = q,f

	
(7.9)

where Ep(θ,ϕ) is the virtually calculated full-sphere far-field, Ep(θ,ϕ = 
0°) is the far-field in the vertical plane according to (7.4) and (7.5), and 
Ep(θ = 0°,ϕ) is far-field in the horizontal plane by (7.6) and (7.7). The 
horizontal far-field pattern of the electrically long antenna does not 
significantly change, depending on the change of the zenith angle. 
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The horizontal cut surface pattern for arbitrary θ can be approxi-
mated using a single horizontal cut plane pattern of ϕ = 90°.

Figure 7.5 shows a measurement overview of a BS antenna in 
an anechoic chamber. The outer diameter of a small loop probe is 12 
mm and is electrically sufficiently small to neglect the correction 
of the probe radiation pattern. The probe slides in the z direction, 
and the AUT rotates in the xy plane. The AUT is configured by eight 
radiation elements placed on a co-linear line, and the polarization is 
slanted at 45°. The scanning probe is tilted at 45° from the vertical 
axis of the AUT. Table 7.1 shows the measurement specifications of 
the current distribution.

Figure 7.5  Cylindrical very-near-field measurement. (Courtesy of Nazca Industrial 
Technology.)

Table 7.1
Measurement Specifications

1-D measurement Length 2155 mm (6.90λ)

Probe distance 100 mm (0.32λ)

Sampling interval 33 mm 0.11λ)

Circular measurement Radius 660 mm (2.11λ)

Sampling step 2º (0.07λ)

Fresnel region > 3500 mm

Far-field region > 29700 mm
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186	 Measurement of Base Station and Mobile Terminal Antennas

Figure 7.6 shows the estimation results from the measured data, 
where the measurement frequency is at 0.79 GHz. The reference far-
field patterns by near field to far field transformation using cylindri-
cal measurement agree well with those by very-near-field measure-
ment, and the directivity error is less than 0.4 dB [5].

Figure 7.6  Measured radiation pattern (solid line: near field; dotted line: very near 
field): (a) vertical plane, and (b) horizontal plane.
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7.1.3  Passive Intermodulation

PIM is a nonlinear phenomenon in which an undesired frequency 
signal is generated by combining several different frequency inputs 
in a circuit with nonlinear input-output characteristics [6]. Although 
an antenna is a passive device, very weak electric discharge phenom-
ena occur at the junctions of the antenna parts during high-power 
operation. Such discharges often appear at the surface of the junc-
tions made of different metals.

The BS antenna is used for both transmission and reception, 
and the transmit power level is several watts per channel. The uplink 
received electric field strength is between 10 and 60 dBμV, which is 
equivalent to −103 to −53 dBm in the 50Ω transmission line system. 
This power imbalance becomes greater than 140 dB with multichan-
nel input to BS antennas and causes the PIM in the passive device. 
Most current cellular systems are duplex, with the transmitting and 
receiving frequency bands allocated at a certain interval, and the sys-
tem uses both frequency bands simultaneously. When the PIM occurs 
at the transmitting antenna, it appears on the receive frequency band, 
and the receive channel cannot be used because of interference.

The PIM phenomenon causes the antenna to have a nonlinear 
input-output response that may be regarded as a two-port circuit 
with transmitter input and free space output.

	
Y = a0 + a1X + a2X

2 + a3X
3 +! = akX

k

k=0

∞

∑
	

(7.10)

If the two input signals have different angular frequencies, ω1 = 
2πf1 and ω2 = 2πf2 as:

	
X1 = A1 cosw1t,   X2 = A2 cos w2t + f( ) 	

(7.11)

where A1 and A2 are the respective amplitudes of the two signals 
and the phase angle ϕ of X2 is normalized with respect to that of X1. 
Substituting (7.11) into (7.10), the components of the nonlinear output 
signals may be obtained. The angular frequency components appear-
ing at the output port is expressed as follows: for terms up to Xi

3, for 
example, (a) ω1 and ω2 from the term for X1, (b) 2ω1, 2ω2 from the 
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term for X2, and (c) ω1, ω2, 3ω1, and 3ω2 from the term for X3. Taking 
the M-signal input for X, each power series from the output of the 
circuit with the input-output response of (7.10) is expressed as (7.12) 
by denoting each input signal as Xi = Ai cosωit:

	
X k = Xm

m=1

M

∑⎛⎝⎜
⎞
⎠⎟

k

= k !
n1!!nM !

X1
n1X2

n2!XM
nM

n1 ,!M
∑

	

(7.12)

where ni represents an integer given by the expression of k = n1 + n2 + 
⋯ + nM, in which the sum of all combinations of ni is included. Then, 
the angular frequency ωk of the PIM signal corresponding to this 
nonlinear response is given as:

	 wk = n1w1 ± n2w2 ±!nkwk 	
(7.13)

The parameter k is the order of PIM. The PIM signals for odd orders 
higher than the third cause severe problems in current cellular sys-
tems. The interference condition for the PIM can be rewritten by 
denoting p as a natural number as:

	
wPIM = w2 + p w2 − w1( ),   wPIM = w1 + p w1 − w2( ) 	

(7.14)

The order of 2p ± 1 frequency causes the most severe problems 
in downlink frequency because the odd order PIM frequency is close 
to the input frequencies.

Figure 7.7 shows the allocation of uplink and downlink fre-
quency bands for cellular systems with upper and lower limit edge 
frequencies of f1 and f2, respectively. The frequency interval should 
be allocated so that it is unaffected by the third- and fifth-order PIM, 
as shown in Figure 7.7.

PIM signals are expressed as an absolute value in dBm and a 
relative value in dBc, normalized by the input signal. For example, 
for a PIM level of −100 dBm, the relative PIM value is −143 dBc, nor-
malized by two input signals of 43 dBm.

Figure 7.8 shows the block diagram of the PIM measurement 
setup. The system comprises three units connected to three ports of 
the duplexer operating: (1) the transmit port, (2) the reception port, 
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and (3) the common port for both transmission and reception. After 
amplification to the required power level, the two continuous sig-
nals P1 and P2, at different frequencies, are input to the transmit port 
of the duplexer through the power combiner. The device under test 
(DUT) is connected to the common port for both transmission and 
reception. When the DUT is used as a connector and a transmission 
cable, power is dissipated in a dummy load. When the DUT is an 
antenna, the AUT is set up inside an anechoic chamber.

With this measurement setup, the PIM signal detected at the 
reception port is measured by a spectrum analyzer. If the PIM signal 
level is less than the noise level of the spectrum analyzer, a low noise 
amplifier (LNA) is inserted to adjust the receiving level. By inserting 
a band-pass filter before the LNA, direct coupling from the trans-
mitting port to the receiving port is eliminated. The band-pass filter 

Figure 7.8  Block diagram of setup for antenna PIM measurement. SG: signal gen-
erator, AMP: amplifier, DUT: device under test, DL: dummy load, BPF: band-path filter, 
SA: spectrum analyzer.

Figure 7.7  Frequency allocation for higher order PIM.
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190	 Measurement of Base Station and Mobile Terminal Antennas

suppresses the undesired PIM occurring in the LNA and spectrum 
analyzer. When the DUT is a connector and a transmission cable, a 
terminating load is used, as shown in Figure 7.8. To avoid the PIM 
in a dummy load, a long coaxial cable is frequently used instead of a 
resistor. A coaxial cable with a length of 50–100m is typically suffi-
ciently long to serve as the dummy load. This long cable then dissi-
pates most of the power. After confirming that there is no PIM exci-
tation at the interconnection between the duplexer and DUT, the PIM 
is measured using the setup described earlier.

During PIM measurements on antennas, metallic objects should 
not be located near the AUT to avoid the occurrence of PIM by induced 
current excitation. The PIM for antennas should be measured inside 
an anechoic chamber even though measurements can also be made 
in open sites, where the main beam of the antenna is directed toward 
the sky. PIM phenomena may occur at several points, but PIM sig-
nals may be difficult to observe because of phase cancelation by each 
other. To avoid this phase cancelation, the PIM should be measured 
at several different frequencies.

7.2  MOBILE TERMINAL MEASUREMENT

This section presents measurement methods for evaluating mobile 
terminals. Transmission and reception tests are conducted using a 
test connector to separate a transceiver from an antenna in the con-
ventional measurement. Mobile terminals with no test connector 
must be evaluated by the OTA tests. The principle of OTA measure-
ment and the definition of measurement parameters are described 
in this section. OTA measurements provide a static performance of 
mobile terminals, whereas MIMO performance is tested in multipath 
environments. This section presents a spatial fading emulator to 
reproduce artificial multipath fading.

7.2.1  Measurement Parameters

Radiation power level is characterized by total radiation power (TRP) 
and effective isotropic radiated power (EIRP) in the transmit mode 
of the DUT. Figure 7.9 shows the coordinate system of the DUT mea-
surement. An observation point P should be located in the far-field 
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region determined by the DUT size, as defined in Section 3.2.1. 
Denoting electric field components at point P as Efθ, Efϕ, TRP is given 
by integrating all radiated power as:

TRP = 1
2Zo

E fq q,f( )
2
+ E ff q,f( )

2{ }r 2 sinqdqdf
0

p

∫
0

2p

∫

= 1
2Zo

E fq qmn ,fmn( ) 2
+ E ff qmn ,fmn( ) 2{ }r 2 sinqmn

q
N

f
Mn=1

N

∑
m=1

M

∑
(7.15)

where Zo represents the characteristic impedance in free space. In 
the measurement, observation points are discretized, and M and N 
represent the number of sampling data points in the ϕ and θ direc-
tions, respectively. To suppress the error in TRP less than 0.1 dB, it is 
recommended that θ∕N and ϕ∕M should be smaller than 15° [7].

The maximum radiation level is determined by EIRP in the 
regulation. EIRP is defined as the power radiated by an isotropic 
antenna to achieve an identical power level in the direction of max-
imum radiation (θo, ϕo) of a DUT as:

	
EIRP = 4pr 2

2Zo

E fq qo ,fo( ) 2
+ E ff qo ,fo( ) 2{ }

	
(7.16)

Figure 7.9  Coordinate system in measurement.
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192	 Measurement of Base Station and Mobile Terminal Antennas

Introducing the isotropic antenna gain of the DUT (Gi) defined in 
(1.36), (7.16) is rewritten using TRP as:

	 EIRP = TRP × Gi 	
(7.17)

TRP and EIRP are parameters to characterize the power level of 
DUTs in the transmit mode. A measure of the average sensitivity of 
a DUT is given by averaging over the entire space as total isotropic 
sensitivity (TIS) as:

	

TIS = 4p
1

EISq q,f( )   +
1

EISf q,f( )  
⎛

⎝
⎜

⎞

⎠
⎟ sinqdqdf

0

p

∫
0

2p

∫
	

(7.18)

where EISi (θ, ϕ) (i = θ, ϕ) is the minimum power in reception mode for 
a fixed angle (θ, ϕ) and for a fixed polarization component denoted as 
i. EIS often becomes very small in the integral of (7.18), and the har-
monic mean is used to eliminate the singularity in the calculation.

The minimum power is given by lowering the illuminated power 
to the DUT until the bit error ratio (BER) reaches the threshold. The 
BER determines the quality of a digital communication system. The 
BER is calculated using the error ratio of the received sequence of bits 
to the transmitted ones. Another quality factor is defined by error vec-
tor magnitude. An ideal signal sent by a transceiver has all constel-
lation points precisely at the ideal location, as shown in Figure 7.10.

Actual constellation points deviated by noise factors are evalu-
ated by how far the points are from the ideal locations as:

	
EVM = 1

N
Pek

Pikk=1

N

∑
	

(7.19)

where N represents the number of symbols and Pik and Pek represent 
a symbol and error vector, respectively.

7.2.2  OTA Measurement

The OTA measurement requires a two-axis positioner to scan a probe 
antenna in an entire space. Figure 7.11 shows a conical cut method, 
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where the receiving probe is moved in a hemispherical pattern. A 
test antenna is stationary, whereas the probe moves on a semicircle 
to measure the fields (i.e., the elevation angle θ is changed from 0° 
to 180°). This measurement gives a single cut in the elevation plane, 
and then the test antenna is rotated by Δϕ in the azimuth plane to 
obtain the second step data. This measurement procedure is repeated 
to rotate the azimuth angle from 0° to 360°.

Figure 7.11  Conical cut method.

Figure 7.10  Constellation diagram and EVM.
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194	 Measurement of Base Station and Mobile Terminal Antennas

Another probe scanning is given by a great circle method, as 
shown in Figure 7.12. The probe antenna is fixed on the pole top, 
and the test antenna is mounted on the pole at the rotator disk edge. 
The test antenna is rotating for azimuth scan (0° ≤ ϕ ≤ 360°), and the 
rotator provides the elevation scan (0° ≤ θ ≤ 180°).

The Cellular Telecommunications and Internet Association rec-
ommends a sampling interval of 15° in the entire space measurement 
[8]. The number of divisions in the θ and ϕ axes is Nθ = 12, Nϕ = 24, 
and the total number of sampling points is N = (Nθ − 1), Nϕ = 264 by the 
equiangle method. The sampling interval has a weight factor of sinθ, 
which provides nonuniform sampling, as shown in Figure 7.13(a), and 
the sampling interval is very small near the top and bottom poles. An 
equal sampling interval along the vertical axis is obtained by the 
modified equiangle method in the elevation angle as:

	
qi = cos−1 1 − i − 1( ) 2

Nz

⎧
⎨
⎩

⎫
⎬
⎭ 	

(7.20)

where Nz represents the number of divisions in the vertical axis z. 
Figure 7.13(b) depicts the sampling points of the modified equiangle 
method. The errors of the modified method in TRP given by (7.15) are 
almost the same as the equispace angle method, and the total num-
ber of sampling data is not reduced.

Uniform weight factors for both the azimuth and elevation 
angles are given by the generalized helix method, as shown in Figure 
7.13(c) [9]. The sampling points are plotted along a helix line on the 
sphere with an equal interval in this method as follows:

	
hk = 1 − 2

k − 1
N − 1

,   qk = cos−1 hk ,   fk = fk−1 + 3.6
N

1
N − hk

2

	
(7.21)

where N represents the total number of sampling points and k rep-
resents an integer greater than 1. The total sampling data can be 
reduced by 25% to maintain the same accuracy as the equispace 
method [7].

Mechanical probe scanning takes much time in measurement. 
The probe scanning in the elevation angle is replaced by a probe 
array, as shown in Figure 7.14 [10]. Received signals of the probe array 
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Figure 7.12  Great circle method.

Figure 7.13  Sampling points on spherical surface: (a) equispace angle, (b) modi-
fied equiangle, (c) generalized spiral.

Figure 7.14  Conical cut method with probe array.
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are detected by switching probe elements, and scanning in the eleva-
tion angle is performed quickly. The azimuth scanning is performed 
by rotating the test antenna; however, it reduces the measurement 
time by approximately 1/Nθ.

OTA measurements of TRP and TIS are affected by the radiation 
pattern of DUT, and pattern measurements in an entire space are 
required. To remove these effects, TRP and TIS measurements are 
carried out under an artificial fading environment described in Sec-
tion 8.3.3. The generation of a random field can eliminate the effect of 
different radiation patterns in the antenna of a DUT, which reduces 
the measurement time.

Beam steering antennas are used to overcome large propagation 
loss in both BS and mobile terminals at millimeter frequency bands. 
The narrow beamwidth of a beam steering antenna necessitates a 
large scanning angle to steer the beam to create an optimal link 
between transmission and reception antennas. The range of solid 
angles of the mobile terminal should be spherical coverage.

EIRP toward a specific direction is unsuitable for characteriz-
ing the beam steering capability of a DUT, so the 3GPP 5G specifi-
cation provides a measure of the uplink spherical coverage of DUT 
by the cumulative distribution function (CDF) of EIRP [11, 12]. The 
definition of the CDF is described in Section 2.7. The CDF of EIRP is 
given by the following procedure. The EIRP at a specific direction 
(θi, ϕi) is measured by steering the beam of DUT in all solid angles. 
Then, the EIRP of the measurement of other directions is repeated by 
changing the direction to cover the entire space. In each direction, 
the beam of the DUT is steered. The measured EIRP data are plotted 
as a CDF curve, and the EIRP is determined by a value less than or 
equal to a threshold probability value (Figure 7.15).

7.2.3  MIMO Performance Measurement

OTA measurements provide the static performance of mobile ter-
minals. Diversity and MIMO performance must be tested in mul-
tipath environments. This section presents a spatial fading emulator 
based on Clarke’s model [13] dedicated for performance evaluation 
of mobile terminals in multipath propagation environments repro-
duced by artificial fading in an anechoic chamber.
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The emulator consists of N-scatters located on the circumfer-
ence of the ring at an equal interval, and the amplitude and phase of 
each wave radiated from scatters are controlled by phase shifters and 
attenuators to emulate a multipath propagation environment such as 
Rayleigh or Rician fading channel in the vicinity of its center [14].

Figure 7.16 shows an example of the emulator. N half-wavelength 
dipole antennas used as scatters are fixed on the top of resin pillars, 
which are located on the circumference with a radius of r in the 

Figure 7.15  CDF of normalized EIRP.

Figure 7.16  Configuration of spatial fading emulator. ATT: attenuator, PS: phase 
shifter, PD: power divider, DAC: DA convector, SG: signal generator, PC: computer, 
RX: receiver.
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same interval. An operator holding a DUT in a talk or viewer posi-
tion is located at the center of N-scatters. A transmitted wave from a 
signal generator is separated into N subchannels by a power divider 
and then radiated from scatters through phase shifters and attenua-
tors. The amplitude and phase of signals radiated from scatters are 
controlled using attenuators and phase shifters operated by a digi-
tal-to-analog converter to emulate fading channels.

The transmitted signal forms the ith scatter, which is given as:

	
pi t( ) = 2ptfD cos fD − fi( ) + a i 	

(7.22)

where ϕD is the angle between the 1st and ith scatter, ϕi is the vir-
tual moving direction of the operator, αi is given by random numbers 
in the initial phase of each scatter, and the maximum Doppler fre-
quency fD = v/λ is given by the mobile speed of the operator v and the 
wavelength of the carrier frequency λ.

Figure 7.17 shows the coordinate system. The received signal at 
the ring center is given by (7.23), assuming an omnidirectional radi-
ation pattern in the horizontal plane for the mobile terminal as [15]:

	
P t( ) =

i=1

L∑ l
4pr Ω fi( )exp − j kr + pi t( ){ }⎡⎣ ⎤⎦ 	

(7.23)

where k represents the wave number in free space. To control the 
angular distribution of incoming waves at the handset, the ampli-
tude coefficient Ω(ϕi) is adjusted to satisfy the following equations:

	
Ω fi( ) = 1

	
(7.24)

	
Ω fi( ) = 1

2s exp −
fi − m
s

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪ 	

(7.25)

where (7.24) represents a uniform angular distribution and (7.25) is 
the Laplace distribution with a central angle μ of the incoming wave 
and an angular spread σ.

This emulator provides Rayleigh fading based on Clarke’s model 
and spatial correlation characteristics within a branch separation of 
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1.7λ for 15 scatters with a ring radius of r = 10.7λ for vertical polar-
ization [15].

A single-input single-output received signal in (7.23) is extended 
to MIMO transmission signals by using several signals in this emula-
tor. The spatial correlation between transmitted signals is controlled 
by the initial phase αi, and a channel response hnm is given for N 
terminal antennas and M BS antennas.

hnm =
i=1

L∑ En Ω fi( ) l
4pr exp − j kr + 2ptfD cos fo − fi( ) + ami{ }⎡

⎣
⎤
⎦

(7.26)

where L represents the number of scatters, En represents the complex 
radiation pattern of the nth terminal antenna, and αmi is the initial 
phase of the ith dipole antenna, given as mth BS antenna [16]. This 
MIMO emulator can control the angular distribution of incoming 
waves and provide almost equivalent channel capacity with outdoor 
propagation measurement.

7.3  EMC AND SAR/PD MEASUREMENT

EMC measurements are used to ensure that electric devices do not 
interfere with other devices by emitting EM waves or that they do not 
interfere with the illumination from other devices. EM interference 

Figure 7.17  Arrangement of scatters and receiving antenna.
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(EMI) assessment is used to reduce the emission of EM waves by 
devices to a specified level, and EM susceptibility assessment is used 
to ensure the operation of devices in the presence of EM wave illumi-
nation from other devices. This section focuses on EMI assessment 
to measure EM wave emission in space over 30 MHz; however, mea-
surements of conducted interference on power lines of devices below 
30 MHz are not presented here. The first part describes EMI mea-
surements using an open site direct wave method. In this measure-
ment, both a large measurement area and a long measurement time 
are required. To reduce both the space and time required in mea-
surements, several measurement systems suitable for use in confined 
spaces are proposed. The second part of the section describes EMC 
evaluation procedures using compact anechoic boxes or chambers. 
Finally, human body exposure to EM wave radiation from devices is 
presented as the SAR/PD measurement.

7.3.1  Open Site EMI Measurement

All electronic equipment radiates unwanted EM waves and poten-
tially causes interference to other devices. Each country has a stan-
dard for the acceptable level of EMI from DUT emission. These 
national standards are based on the International Special Committee 
on Radio Interference published regulatory standards [17].

Figure 7.18(a) shows a standard open site measurement setup, 
and Figure 7.18(b) shows a large chamber. In this system, the direct 
wave from the DUT and the wave reflected from the conducting 
ground plane are measured by the receiving antenna.

Depending on the type of DUT under test, the distance D from 
the DUT to the receiving antenna is 3, 10, or 30m. There are no other 
spurious reflections from scattering objects inside the measurement 
area, which is 2D in length and 3D  in width, for the open site test 
facility. The site performance is evaluated by the site attenuation fac-
tor, which is similar to the propagation loss described in Section 2.2. 
When the transmit cable is directly connected to the DUT antenna 
port and the receiving voltage is denoted as Vd, the height of the 
transmitting antenna is fixed at H and the receiving antenna height, 
h, is changed until the maximum receiving voltage Vr is found. The 
site attenuation factor is then defined as:

7040_Arai_V4.indd   2007040_Arai_V4.indd   200 5/12/22   5:00 PM5/12/22   5:00 PM



	 7.3  EMC and SAR/PD Measurement	 201

	
SA = Vd + Vr − at + a r( ) 	

(7.27)

where αt and αr represent the feeding losses at the transmitting 
and receiving antennas. All measurements are in decibel units. An 
acceptable error for the site attenuation is ±4 dB compared with the 
expected theoretical value [18]. This error value indicates the differ-
ence between an ideal site and a real test site. To simplify the mea-
surement procedure, the DUT is mounted on a rotating table, thereby 

Figure 7.18  EMC measurement site: (a) open site, and (b) EMC chamber. (Courtesy 
of Microwave Factory.)
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enabling the field radiated by the DUT to be measured over a 360° 
circle in the azimuth plane.

To obtain clear interference between the direct and reflected 
waves from the DUT, the receiving antenna height (H) is adjusted 
until the maximum receiving voltage Vm is obtained. For a distance 
within the range D = 3–6m, H is in the range of 1–4m, whereas, for a 
distance D = 30m, H is found to be between 2 and 6m.

The azimuth angle of the DUT is also adjusted until a maximum 
Vm is found. For this situation, the incoming electric field level E is 
calculated using the antenna factor (AF) as:

	 E = AF × Vm 	 (7.28)

The AF of a half-wavelength dipole antenna is equivalent to the 
effective length λ/π of the antenna. However, cable and feed con-
nector losses should be included in the measurement. In actual mea-
surement systems, AF is evaluated by comparing the antenna under 
measurement with a calibrated standard antenna. AF is then given in 
terms of the calibrated antenna factor AFo and the received voltage Vo 
for the standard antenna as:

	
AF =

AFo × Vo

Vm 	
(7.29)

In this case, AF is defined only as a constant value for the horizontal 
polarization component since the radiation pattern of the vertical 
dipole changes with the elevation angle, and AF becomes a function 
of height. To exclude the AF from site attenuation, normalized site 
attenuation (NSA) is defined here:

	
NSA = Vd + Vr − AFt + AFr( ) − ΔNSA

	
(7.30)

where AFt and AFr are the antenna factors of the transmitting and 
receiving antennas, respectively, and ΔNSA is a correction factor for 
mutual coupling between the antennas and the effect of the earth’s 
surface [19].

Depending on the frequency range of the EMC measurement, 
different types of antennas are used [20]. For example, in the 30–1000 
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MHz range, a half-wavelength dipole antenna or a log-periodic dipole 
array may be used, and a biconical antenna for the 30–300 MHz 
range, as well as 1 GHz. For frequency ranges above 1 GHz, a stan-
dard antenna is selected by the request of radiation pattern or direc-
tivity, and a typical one is a horn antenna.

7.3.2  Reverberating Enclosure Measurement

The open site measurement method is time-consuming because the 
DUT should be rotated to scan the full 2-D radiation pattern. Addi-
tionally, the height of the receiving antenna is adjusted until the 
maximum signal level is obtained. An alternative measurement sys-
tem for EMI measurements is provided by a reverberating chamber, 
as presented in Section 8.3.3, to generate a Rayleigh fading environ-
ment. The same facility eliminates the need to search for the maxi-
mum radiation direction of the DUT.

The measurement system consists of two flat vanes installed on 
adjacent walls of the chamber with the transmitting and receiving 
antennas mounted on the remaining two walls of the chamber [21]. 
The vanes are rotated at speeds of 90 revolutions per minute (rpm) 
and 120 rpm, respectively. The differing speeds of rotation generate a 
random field inside the chamber.

The chamber size for this particular experimental setup is 2m × 
2m × 2m with the DUT mounted on a fixed pedestal in the center 
of the chamber. The frequency range for this size of the chamber is 
above 1 GHz. The transmitting and receiving antennas are broad-
band log-periodic antennas with frequency ranges of 1–10 GHz.

Figure 7.19 shows an example of site attenuation as a function of 
frequency, with the mean value calculated in units of decibels. The 
rate of collection of data points is 10 per minute. The measurement 
method generally has an acceptable error of approximately a few 
decibels. The advantage of the reverberating system is that a short 
time is required to perform the measurement. However, the disad-
vantage is that the measurement error increases to a few decibels.

In situations where test space is even more severely restricted, 
a measurement system with a compact shield box may be used. Fig-
ure 7.20 shows the measurement setup. This measurement system 
can generate a random EM field distribution inside the box through 
reflections from the inner box walls. The DUT is mounted on a 
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rotating pedestal offset from the rotation axis to reduce the effects of 
the terminal antenna directivity on the measurement.

The size of the shield box is only 50 cm × 50 cm × 100 cm, 
approximately one-thirtieth the size of chambers used in other meth-
ods. Its operating frequency is above 1 GHz. The upper limit of the 
operating frequency depends on the frequency band of the receiving 
antenna. The receiving antenna is a standard half-wavelength dipole 
antenna mounted with the element tilted at 45° to the vertical. The 
DUT is also mounted at a 45° angle on the rotating pedestal. The tilt 

Figure 7.20  Compact shield box.

Figure 7.19  Site attenuation.
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angle is used to suppress the direct path signal from the transmitter 
to the receiver. The measurement error for this method can be less 
than 1 dB, and a measurement time of only a few minutes, allowing 
data acquisition of thousands of data points at each frequency.

7.3.3  SAR/PD Measurement

As EM waves can warm up human body tissues, a safety standard is 
introduced to indicate an acceptable level of human body exposure. 
The safety standard level of the human body surface is defined by the 
SAR (in W/kg) for the irradiation level of EM waves on living bodies 
in the frequency range of 100 kHz to 6 GHz. The PD (in mW/cm2) is 
used for the frequency above 6 GHz because the EM waves are mainly 
absorbed on the body surface in higher frequency [22]. The adopted 
PD level for a MT is defined in that a separation distance of at least 20 
cm is maintained between the radiating structures and the user body 
or nearby persons. The maximum PD level is measured by scanning 
at the plane of the specified distance from the MT and is determined 
assuming square-shaped averaging area. A basic restriction on PD of 
10 W/m2 is defined by Federal Communications Commission (FCC), 
where the value is given by averaging an area of 1 cm2 [22].

The SAR is a measure of heat energy absorption in unit time by 
a living body. There are three definitions of SAR: (1) the absorption 
ratio by short pulse waves, (2) the whole-body average SAR, and (3) 
the localized SAR. The latter two are defined as a mean value for a 
given time. When the temperature rises by more than 1°C due to an 
external heat source, it is assumed that there is some influence on 
the living body. Then, the corresponding whole-body average SAR 
is 2 W/kg.

To evaluate the influence of EM wave irradiation on the living 
body, the SAR is defined as an amount of EM energy absorption in a 
unit mass as follows:

	
SAR = sE 2

r 	
(7.31)

where conductivity, the effective electric field amplitude, and the 
material density are denoted by σ (S/m), E (V/m), and ρ (kg/m3), 
respectively. The localized SAR is mainly used as the standard of 
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irradiation level for portable terminals. Conversely, an incident 
power level at the body surface is often used for the safety standard 
besides the SAR. A standard example of 1 mW/cm2 is determined by 
one-tenth of sun exposure in summer to avoid the effect of heat on 
the body. The safety standards for the SAR used in Japan, the United 
States, and Europe are shown in Table 7.2.

The SAR is based on a temperature rise in unit time, so the 
heat diffusion from the sample during the measurement time can be 
neglected. The SAR at any time is defined by the specific heat capac-
ity c (J/kg K) and the temperature rise ΔT (°C) at the observation point 
of the sample during the measurement time Δt.

	
SAR = c

ΔT
Δt 	

(7.32)

For the SAR measurement using this definition, EM waves are gen-
erated with an antenna installed either inside or outside the liquid 
phantom, and the temperature rise inside the liquid can be measured 
directly with a thermometer. There are internationally standardized 
methods for measuring spatial-average SAR. In these standard SAR 
methods, an electric field probe (E-probe) scans in a liquid phantom.

The internal SAR can be measured accurately because the inte-
rior of the phantom can be scanned in three dimensions using an 
E-probe, as shown in Figure 7.21 [23]. A tested mobile terminal is 
controlled by a signal from the BS simulator during the SAR mea-
surement. The measurement of the peak spatial-average SAR is time 
consuming because the E-probe scans the phantom in three dimen-
sions. To reduce the measurement time, a probe array embedded in a 
gel phantom, as shown in Figure 7.22, is used [24]. The gel phantom 
with electrical parameters identical to those of the human body is 
considered an alternative to a liquid phantom.

Table 7.2
SAR Standards

Region
SAR  
(mW/kg)

Mass to  
Average (g)

Average  
Time (min)

Japan 8.0 1 6
USA 1.6 10 30
EU 2.0 1 6
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Figure 7.21  SAR measurement by probe scanner and liquid phantom. (Courtesy of 
Microwave Factory.)

Figure 7.22  SAR measurement by probe array.
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8
PROPAGATION ESTIMATION AND EMULATION 

OF FADING

In this chapter, the empirical estimation of propagation losses based 
on measurement data is described using Okumura-Hata curves. The 
prediction of propagation losses using this method together with a 
discussion of the requirements of the cellular system is the first topic. 
In an urban area, the diffraction and reflection of waves by buildings 
determines the propagation characteristics. Ikegami and multiscreen 
models for describing these phenomena are presented together with 
other estimation methods that can be applied to various indoor and 
outdoor scenarios. The selection of the base station (BS) antenna pat-
tern that is needed to provide the required cell shape is discussed. 
Ray tracing, a powerful simulation tool for propagation estimation, 
is also explained in detail. Finally, methods of producing artificial 
propagation in indoor environments for the evaluation of diversity 
effects are discussed.

8.1  PREDICTION OF PROPAGATION LOSSES IN CELLULAR SYSTEM

Link budgets for cellular systems are based on predictions of the 
propagation loss. The propagation loss is determined by the distance 
between a BS and a mobile terminal (MT) and is affected by reflec-
tion, diffraction, and scattering by buildings, trees, and other obsta-
cles. As described in this section, predictions of the propagation 
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loss can be made by extracting the dominant parameters from the 
measurement data. Another approach to loss prediction is to use a 
physical model of a typical propagation environment. The dominant 
loss factor related to the buildings is determined for knife-edge dif-
fraction and the reflection of a plane wave. The second topic in this 
section is the description of physical models. The loss factors from 
a microscopic viewpoint are determined by considering the pene-
tration of electromagnetic waves into buildings and the shadowing 
effects produced by obstacles. The third part of this section concerns 
loss prediction based on these factors.

8.1.1  The Okumura-Hata Model

In mobile communication systems, the propagation characteristics 
can be predicted using estimation methods based on large quantities 
of data obtained from propagation loss experiments. The geographi-
cal features within a range of several tens of kilometers are roughly 
divided into the three different types, and the propagation loss is 
estimated for each type. This method involves the use of the curve 
known as Okumura’s curve, which was determined from measure-
ments of the propagation losses in the 150-MHz to 1500-MHz range 
in the Tokyo area [1].

Geographical features can be roughly divided into irregular and 
semiflat features. Irregular features include hills, isolated moun-
tains, and inclined geographical features. Terrestrial mobile commu-
nication services are mainly used in areas containing semiflat geo-
graphical features. Within areas of semiflat geographical features, 
an undulating plain is defined as an area where the height does not 
exceed 20m. Local geographical features and buildings are described 
by a compensation value based on a place where the undulations are 
small. These features and buildings are classified as being in urban, 
suburban, or open areas. An urban area is defined as an area where 
the buildings have more than two stories and cover at least 23% of 
the area [2].

Figure 8.1 shows an example of Okumura’s curve for the 900-
MHz band in an urban area. At distances less than 10 km from the 
BS, there is a logarithmic relationship between the distance and the 
propagation loss whereas, at distances greater than this, the loss is 
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linear; this is a unique feature of Okumura’s curve. It is convenient 
to calculate the propagation loss using the closed-form equation 
derived by Hata that is described next [3].

The propagation loss (LP dB) in an urban area can be expressed 
for a frequency f MHz (in the range 150–1500 MHz) for a BS antenna 
of height hb m (in the range 30–200m) and a MT antenna of height hm 
m (in the range 1–10m), where the distance between the BS and MT 
is d km (in the range 1–20 km). The equation is:

Lp = 69.55 + 26.16log f − 13.82loghb − a hm( ) + 44.9 − 6.55loghb( )logd

(8.1)

Figure 8.1  Okumura curve.

7040_Arai_V4.indd   2137040_Arai_V4.indd   213 5/12/22   5:00 PM5/12/22   5:00 PM



214	 Propagation Estimation and Emulation of Fading

where the effective height of the antenna, a(hm), is defined as the 
compensated antenna height of the mobile terminal:

	
a hm( ) = 1.1log f − 0.7( )hm − 1.56log f − 0.8( )

	
(8.2)

For large cities:

	
a hm( ) = 8.29 log1.54hm( )2

− 1.1 f ≤ 400 MHz
	

(8.3)

	
a hm( ) = 3.2 log11.75hm( )2

− 4.97 f ≥ 400 MHz
	

(8.4)

As shown in Figure 8.2, the effective height of the antenna is 
approximated as the height of the average surface elevation of the 
area within the range of 3 km and 15 km from the BS antenna. The 
equation for calculating the propagation loss can be extended to the 
frequency range 1500–2000 MHz [2]:

Lp = 46.3 + 33.9log f − 13.82loghb − a hm( ) + 44.9 − 6.55loghb( )logd + Cm

(8.5)

where Cm is a correction factor, which is taken as 0 for cities and 3 for 
large cities. The detail description of the cites are defined by adding 
street and building parameters [4].

Figure 8.2  Antenna effective height.
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Next, the propagation loss is considered for areas that can be 
classified as suburban or farmland; these include areas such as those 
alongside a road where trees and houses disturb the propagation of 
electromagnetic waves. Then the equation is given as:

	
Lp = Lp city{ } − 2 log

f
28

⎛
⎝⎜

⎞
⎠⎟

⎧
⎨
⎩

⎫
⎬
⎭

2

− 5.4
	

(8.6)

In open areas where high trees, buildings, and other obstructions do 
not exist within 300–400m of the MT in the direction of an arrival 
wave, the propagation loss is given as:

	
Lps = Lp city{ } − 4.78 log f{ }2 + 18.33log10 f − 40.94

	
(8.7)

The propagation loss as a function of frequency estimated by the 
Okumura-Hata method is shown in Figure 8.3. Estimates for areas 

Figure 8.3  Propagation loss by Okumura-Hata model.
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more than 1 km from a BS can be obtained using this method. The 
standard deviation of the error in the predictions produced by these 
equations is about 6 dB.

Okumura’s curve provides the estimated median value of the 
propagation loss for a square area of side 500m. Sakagami made pre-
dictions for smaller areas of 80m square; Fujii [5] extended these pre-
dictions to an upper frequency of 2600 MHz. For urban areas, the 
predictions were based on parameters including building heights 
and street widths. In addition to the parameters in (8.1), the prop-
agation loss, Lp, can be expressed for a street width W (in the range 
5–50m), an average building height H (in the range 5–50m), a BS 
antenna height above the ground hb (in the range 20–100m), and an 
average building height near the BS, H (where H ≤ hb m):

Lp = 101 − 7.1logW + 7.5log H − 24.37 − 3.7
H
hb

⎛
⎝⎜

⎞
⎠⎟

2⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
loghb

+ 43.42 − 3.11loghb( )logd − 3.2 log 11.75hm( ){ }2
− 4.97⎡

⎣⎢
⎤
⎦⎥
+ 20log f

(8.8)

where the frequency range is 450 to 2600 MHz and the street angle is 
defined in Figure 8.4. Equation (8.8) produces prediction errors with 
a standard deviation of about 5 dB for a MT height of 1.5m.

8.1.2  Physical Model

Propagation loss prediction methods derived from Okumura’s curve 
are based on measured data in actual propagation environments. The 
physical propagation models described in this section focus on local 
conditions around mobile terminals. Figure 8.5 shows the parame-
ters and paths used in the Ikegami model [6]. A mobile terminal is 
moving on a street surrounded by tall buildings. A direct path from 
a BS, E1, exists; for free-space propagation, the loss, Lo, is then given 
by (2.2). Waves that follow this path are diffracted at the top of the 
building, then follow two main paths at the MT, Lex. One of these 
paths is a direct path, E2; waves that follow the other path, E3, are 
reflected at the building wall. The geometry of these two paths is 
shown in Figure 8.5(b) as a top view; the angle between the incident 
wave and the street is denoted by ϕ. The diffraction coefficient is 
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calculated by assuming that the building top forms a knife-edge (see 
Section 2.6). The propagation loss, L, between the BS and the MT is 
then given by

	 L = Lo + Lex 	 (8.9)

where

	
Lo = 20log

4pd
l = 32.4 + 20logd + 20log f

	
(8.10)

and

	

Lex = −5.8 − 10log 1 + 3
Lr

2

⎛
⎝⎜

⎞
⎠⎟
− 10logW + 20log hr − hm( )

+ 10log sinf( ) + 10log f 	

(8.11)

Here, the units of the distance, d, and frequency, f, are kilometers 
and megahertz, respectively; the heights of the building and MT are 

Figure 8.4  Parameters of street.
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measured in meters. The reflection loss at the building wall is given 
by Lr and is generally of the order 4 to 10 dB.

In European countries, the heights of buildings in most cities 
are generally quite uniform and the situation can be modeled using 
a multiscreen model, as shown in Figure 8.6. The propagation path 
above the buildings, E1, can be modeled by assuming that the waves 
propagate as predicted by Huygens’ principle and the MT receives 
waves that propagate along a diffracted path at the screen top E2. 
This method of predicting the propagation loss is known as the 
Walfisch model and describes multiple diffractions at the top of the 
buildings; the diffraction results in an overall loss factor of e–3.8d [7]. 
The extra loss given by (8.11) can be rewritten as:

Figure 8.5  Ikegami model: (a) side view, and (b) top view.
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Lex = 57.1 + A + log f + 18logd − 18log hb − hr( )

− 18log 1 − d 2

17 hb − hr( )
⎛

⎝
⎜

⎞

⎠
⎟

	

(8.12)

where

A = 5log
s
2

⎛
⎝⎜

⎞
⎠⎟

2

+ hr − hm( )2⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
− 9logs + 20log tan−1 2

s
hr − hm( ){ }

	 (8.13)

Here, A represents a factor that depends on the building geometries, 
and s is the multiscreen spacing.

The European Cooperation in Science and Technology (COST) 
organization has extended and merged these two models to produce 
the COST-231 Walfisch-Ikegami model. In this model, the propaga-
tion loss is expressed as the sum of the free-space loss, Lo, the extra 
loss due to the multiscreen diffraction, Lms, described by the Wal-
fisch model, and the loss near the MT, Lrt, described by the Ikegami 
model:

	 L = Lo + Lms + Lrt 	 (8.14)

Figure 8.6  Walfisch model.
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where

Lms = −18log 1 + hb − hr( ){ } + 54 + 18logd − 9logb

+
−4 + 0.7

f
925

− 1⎛
⎝⎜

⎞
⎠⎟

⎧
⎨
⎩

⎫
⎬
⎭

log f for cities and suburban areas

−4 + 1.5
f

925
− 1⎛

⎝⎜
⎞
⎠⎟

⎧
⎨
⎩

⎫
⎬
⎭

log f for large cities

⎧

⎨
⎪
⎪

⎩
⎪
⎪

(8.15)

and

	

Lrt = −8.2 − 10logW + 10log f + 20log hr − hm( )

+
−10 + 0.354f   0 ≤ f ≤ 35°( )

2.5 + 0.075 f − 35( )  35° ≤ f ≤ 55°( )
4.0 + 0.114 f − 55( )  55° ≤ f ≤ 90°( )

⎧

⎨
⎪

⎩
⎪

	

(8.16)

where b (m) is the building spacing as shown in Figure 8.5(a). The 
parameter values are restricted to the ranges 4m ≤ hb ≤ 50m, 1m ≤  
hm ≤ 3m, 800 MHz ≤ f ≤ 2000 MHz, and 0.02 km ≤ d ≤ 5 km.

Figure 8.7 shows the results of propagation loss predictions 
based on the five methods described earlier. The propagation loss 

Figure 8.7  Propagation loss prediction of big cities by: (a) Okumura, (b) Fujii,  
(c) Walfisch, (d) Ikegami, (e) Walfisch-Ikegami. f = 800 MHz, hb = 40m, hm = 1.5m,  
hr = 20m, W = 10m, s = b = 10m.
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strongly depends on the local environment, and the propagation loss 
prediction method that is selected for application to cellular systems 
should be appropriate for the local conditions.

8.1.3  Standardization of Loss Predictions

Mobile communication systems are built using integrated technol-
ogies and are standardized for worldwide use. The International 
Mobile Telecommunications-2000 (IMT-2000) specifications pro-
duced by the International Telecommunication Union (ITU) provide 
the first set of global standards for mobile communication service. 
These standards are designed to meet the requirements of third-gen-
eration (3G) services. This section summarizes the propagation loss 
prediction methods that can be applied to 3G and IMT-Advanced or 
4G systems.

In 1997, the ITU released its “Guidelines for Evaluation of 
Radio Transmission Technologies for IMT-2000 (M.1225),” in which 
the propagation models described in the previous section were 
extended. The three settings considered in the guidelines are (a) an 
indoor office, (b) indoor and outdoor pedestrian environments, and 
(c) inside vehicles environments. Setting (a) consists of a base station 
and a terminal carried by a user on foot inside a small indoor office. 
The devices used are low-power devices, and the propagation model 
is based on the results of applying COST-231. Outdoor microcellular 
sites are used for setting (b); in this setting, the antenna height of 
the BS is lower than the height of the surrounding buildings. Ter-
minals are carried by users on foot inside and outside the office, 
and the degree of penetration from the outdoors to the indoor office 
is included in the modeling. The propagation model used for set-
ting (b) is equivalent to the Walfisch model or the Walfisch-Ikegami 
model. In setting (c), it is assumed that propagation occurs within 
macrocells, the user terminals are carried inside vehicles, and that 
BS antennas are higher than the surrounding buildings. Details of 
the propagation loss predictions are given in [8].

The systems that succeeded 3G are known as IMT-Advanced or 
4G systems, and the appropriate propagation models are presented 
as ITU guideline M.2135 [9]. The five models presented for the fre-
quency range 2 to 6 GHz are as follows.
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The indoor hotspot (InH) model describes propagation inside a 
building with a height of 6m, a width of 50m, and a length of 120m 
(see Figure 8.8). A central corridor with a width of 20m is surrounded 
by eight rooms on each side. Two BS antennas are positioned 30m 
away from the ends of the corridors; it is assumed that the terminals 
are either static or carried by users on foot.

The urban micro (UMi) model describes the mobile communi-
cation between an outdoor BS and indoor or outdoor user terminals 
where the heights of both antennas are lower than those of the sur-
rounding buildings. Hexagonal cells and grid-like street networks 
are assumed in this model.

The urban macro (UMa) and suburban macro (SMa) models 
cover larger areas than the UMi model and describe situations in 
which the BS antenna is higher than the surrounding buildings and 
the user terminals are in motion on the street. Buildings more than 
four stories high are assumed in the UMa model; in the SMa model, 
the buildings are assumed to be detached houses.

The final model is the rural macro (RMa) model, which can 
apply in areas where the density of buildings is lower than in the 
other models. The area covered by this model has a radius of up to 10 
km, and the height of the BS antenna is assumed to be in the range 
of 20m to 70m. The user terminals are assumed to be moving at very 
high speeds of up to 350 km/h. The RMa model can be applied to 
frequencies in the range 450 MHz to 6 GHz. Propagation loss predic-
tions for the five models described here are given in [10].

Figure 8.8  Layout of indoor hotspot.
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8.2  RAY-TRACING METHODS

The equations for propagation loss that were given in the previous 
section are based on indoor and outdoor propagation measurements. 
It requires a lot of time and equipment to obtain the huge amount of 
data in propagation measurements, and licensing requirements may 
make this difficult. However, a virtual propagation environment can 
easily be produced on a computer using electromagnetic analysis 
methods. This section describes some numerical simulation meth-
ods that can be used to predict the propagation loss.

8.2.1  The FDTD Method and the Ray-Tracing Method

The finite domain and time difference (FDTD) method is a well-
known numerical simulation technique that can be used to charac-
terize antenna performance and propagation phenomena [11, 12]. The 
FDTD method is a differential numerical modeling method that dis-
cretizes the time-dependent Maxwell equations using central-differ-
ence approximations of the spatial and temporal partial derivatives. 
The electric and magnetic field components are allocated to a Yee 
cell to discretize the equations; a cell size of less than λ/10 is needed 
for the results of the calculations to be stable. A very large amount of 
memory and a long computation time are needed to calculate a prop-
agation environment because millions of cells are needed to simulate 
just a small empty room. To estimate the propagation loss precisely, 
the simulation model would also need to include the desks, chairs, 
other equipment, and people in the room. As modeling all of these is 
very complicated and time consuming, the ray-tracing method is also 
widely used to predict the propagation characteristics in such settings.

Ray tracing is based on an approximate solution of Maxwell’s 
equations for the light waves propagating through and around objects 
that have dimensions much greater than the wavelength of light. The 
solutions do not include the effects of reflection and diffraction, which 
can be obtained using plane-wave theory and the geometrical theory 
of diffraction (GTD) [13]. Figure 8.9 shows three paths—(a) a direct 
path, (b) a reflected path, and (c) a diffracted path—from a BS to a 
MT. These paths are determined by Fermat’s principle so that waves 
propagate from the BS to the MT by the shortest route. Ray-tracing 
methods can be classified as either image or ray-launching methods 
to determine the paths used in the propagation loss predictions.
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8.2.2  Basis of the Ray-Tracing Method

An electromagnetic wave radiating from a BS spreads out across 
space, and its intensity decreases with distance. Figure 8.10 illus-
trates the geometry of the situation. The electromagnetic energy con-
tained within the surface S1 with radius ro spreads out so that it is 
contained within the surface S2 with radius r. Curvatures in the u 
and v axes are different from each other and are defined as r1, r2 on 
S1, and r1 + s, r2 + s on S2, respectively. As r1 and r2 are both very 
large, the amplitude of the electric field on both surfaces is assumed 
to be uniform. The law of conservation of energy then gives:

	

1
2Zo

E1

2
r1f1r2f2 = 1

2Zo

E2

2
r1 + s( )f1 r2 + s( )f2

	
(8.17)

Figure 8.9  Paths from base station to mobile terminal: (a) direct path, (b) reflected 
path, and (c) diffracted path.

Figure 8.10  Spreading factor.

7040_Arai_V4.indd   2247040_Arai_V4.indd   224 5/12/22   5:00 PM5/12/22   5:00 PM



	 8.2  Ray-Tracing Methods	 225

where Zo is the characteristic impedance of free space and the areas 
of S1 and S1 are approximated as r1ϕ1r2ϕ2 and (r1 + s)ϕ1(r2 + s)ϕ2, 
respectively. The field strength, E2, is obtained by solving (8.17):

	

E2 =
r1r2

r1 + s( ) r2 + s( )E1

	

(8.18)

The coefficient of E1 is defined as the spreading factor, which can 
be used to express the details of a local diffracted field. In general, 
when using the ray-tracing method, a BS antenna can be regarded as 
a point source of radiation. The far-field equation that was given as 
(1.32) can be rewritten to include the antenna directivity gain func-
tion, G(θ, ϕ):

E r,q,f( ) =
ZoPt
2p

e− jor

r
G q,f( ) =

ZoPt
2p

e− jor

r
Gq q,f( )eqq +Gf q,f( )eff{ }

 
� (8.19)

where Zo and Pt are the characteristic impedance of free space and the 
transmission power of the antenna, respectively. Gi (i = θ, ϕ) denotes 
the directivity gain of component i of the BS antenna. The path of a 
ray propagating from the antenna in the direction (θ, ϕ) is given by 
(8.19); if this ray is reflected, transmitted, or diffracted by an object, 
the direction of propagation will change.

The reflection and transmission are determined by the law of 
reflection and Snell’s law, as described in Section 2.3; the reflection 
and transmission coefficients were defined in Section 2.3. The dif-
fracted field at the edge of the object can be estimated by applying 
the GTD for a wedge shape (see Figure 8.11). The incident and dif-
fracted wave vectors, ri and rd, should satisfy the following extension 
of Fermat’s principle:

	 r̂i ⋅ l̂ = r̂d ⋅ l̂  and cos bi = cos bd 	 (8.20)

where l is a vector directed along the thin end of the wedge and â  is 
the unit vector with the same direction as a. Diffracted rays are on 
the cone edge of vertex angle βd in Figure 8.11 to satisfy (8.20). An 
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incident and an outgoing surface are determined by the vectors l and 
rj (j = i, d); the normal vectors to the two surfaces, vj, and the orthog-
onal vectors, uj, are defined as:

	

v j =
rj × l

rj × l
 and uj = v j × l,  respectively.

	

(8.21)

The incident and outgoing electric fields are described by vectors uj 
and vj (j = i, d) as follows:

	
Ej r( ) = Eu

j r( )uj + Ev
j r( )v j 	

(8.22)

where r denotes the position vector of an observation point. The elec-
tric field diffracted at point P is given using the spreading factor and 
the position vector, rP, of point P as:

	

Ed rP( ) = Ei rP( ) ⋅ D
rd

rd ri + rd( )e
− jkord

	

(8.23)

where D  is the dyadic diffraction coefficient:

Figure 8.11  Local coordinate system at diffraction point P.
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(8.24)

The dyadic diffraction coefficient can be obtained using the uni-
form theory of diffraction by treating the wedge as a perfectly con-
ducting surface [14]. Coefficients for materials with a finite conduc-
tivity are given in [15] and can be used to predict the propagation loss.

8.2.3  Image and Ray-Launching Methods

The image method and the ray-launching method are used to find 
the paths of a ray between the transmitting (TX) and receiving (RX) 
points. Figure 8.12 show paths estimated using the image method. 
The images of TX and RX produced by reflection are denoted as TXi 
and RXi, respectively, and the paths from TX to RX are denoted as a 
direct path, P1, and reflected paths, P2 and P3. A reflection point of 
the path P2 is denoted as R1 and marks where the line connecting TX 
and TXi intersects the reflecting surface. Reflection points R2 and R3 
lie on the line connecting TXi and RXi. As shown in Figure 8.12, a 
ray following path P3 from TX to RX is reflected at both these points.

Using the image method, exact paths that can be used to predict 
the propagation loss can be derived; the total number of paths, NT, is 
obtained using the equation

Figure 8.12  Image method.
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NT = 1 +

2 M = 1
2N + 1 M = 2

M M − 1( )N − 2
M − 2

M > 2

⎧

⎨
⎪⎪

⎩
⎪
⎪ 	

(8.25)

where M is the number of reflecting surfaces and N is the total num-
ber of reflections. NT increases exponentially for N > 2, and the com-
putational procedure is cumbersome. Because of this, the application 
of the image method is limited to cases involving a small number 
of orthogonal reflecting surfaces. Figure 8.13 shows an example of 
a two-dimensional rectangular reflecting wall where overlapping 
image sources reduce the total number of paths in the calculation.

The ray-launching method is another type of path-finding 
method. Figure 8.14 shows how the radiation from TX can be replaced 
by the sum of individual rays and how the rays reaching area S sur-
rounding RX can be used to estimate the received field. The paths 
used for the estimation are marked as solid lines and those that miss 
the area S by dotted lines. The radius of the receiving area is given 
by rΔΩ/ 3  in the three-dimensional model [16] and by rΔΩ/ 2  in 
the two-dimensional model [17]. Here, the angle between the rays is 

Figure 8.13  Image sources by rectangular reflection surface.
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ΔΩ; the distance r is defined as the length between RX and the last 
reflection or diffraction point on the path before RX.

8.2.4  Examples of Ray-Tracing Simulations

In this section, electric field patterns produced by a ray-tracing sim-
ulation method are presented [18]. Figure 8.15 shows the simulation 
model: it consists of two buildings approximated by homogeneous 
dielectric blocks placed on level ground. A vertical half-wavelength 
dipole antenna—the transmitting antenna—is installed at the edge 
of the roof of block #1. Electrical parameters for the blocks and the 

Figure 8.14  Ray-launching method.

Figure 8.15  Simulation model by ray-tracing method; dielectric blocks εr = 5, 
tanδ = 0.1, ground εr = 10, tanδ = 0.2.
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ground are given in the figure caption. The electric field pattern on 
the plane 1.5m above the ground was calculated using the ray-tracing 
method. The total number of rays was ten; four different combina-
tions of rays were considered in the simulation.

Figure 8.16(a) shows the situation for a single direct ray emit-
ted at TX without any reflection or diffraction. The electric field is 
mainly limited to the LOS area dented by A in Figure 8.15 and has a 
minimum value directly under TX due to the radiation pattern pro-
duced by the dipole. A single reflection at the ground or the building 

Figure 8.16  Electric field distributions by ray-tracing method: (a) direct ray, (b) 
direct and one-reflection rays, (c) direct and two-reflection rays, and (d) direct and 
two-reflection, or one-reflection and one-diffraction, or two-diffraction rays.
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wall is considered in Figure 8.16(b). The LOS area is extended as 
result of the reflection at the wall, and standing waves are observed 
in area A. The phase difference between the direct and reflected 
waves produces the observed electric field patterns. The results for 
two reflected rays are shown in Figure 8.16(c). The standing wave pat-
terns are similar to the results shown in Figure 8.16(b), and the LOS 
area is extended a little toward block #2 side. Diffraction at the build-
ing edges is considered in Figure 8.16(d); here, either one reflected 
and one diffracted ray or two diffracted rays are added to the rays 

Figure 8.16  (continued)
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considered in Figure 8.16(c). Diffracted rays arrive in the shadow of 
the blocks denoted as B and C in Figure 8.15, which extends the area 
covered by the TX. Thus, as illustrated in Figure 8.16, ray-tracing 
simulations can be used for different types of rays and help with the 
understanding of propagation phenomena and the determination of 
the area covered by a BS.

8.3  MULTIPATH FADING EMULATION

Mobile terminals are tested at the development stage to ascertain 
whether they can satisfy the necessary specifications when fad-
ing is present. These tests involve propagation measurements in a 
real outdoor multipath propagation environment. However, outdoor 
propagation measurements are not always stable over time, and it 
is also necessary to obtain a license to carry out the required tests. 
These considerations indicate the need for indoor facilities where 
real multipath propagation environments can be reproduced. The 
aim of the fading reproduction method is to generate fading waves as 
the RF output signal from a radio unit; this produces what is known 
as a fading simulator. Another method is to reproduce fading waves 
that are the sum of spatially distributed standing waves within an 
artificial multipath propagation environment in an indoor facility. 
This section describes the principles and operation of fading-field 
simulators, which are indispensable to the development of mobile 
terminals.

8.3.1  Fading Simulator

The received voltage at the input port of a radio unit can be regarded 
as a function of time for moving terminals because the RF signal 
transmitted from the BS is received at the terminal as a sum of waves 
that have followed multiple paths. A fading simulator should include 
the reproduction of the Doppler fading that results from the motion 
of the MTs, and also include more than one correlated received sig-
nal with fading, and have wideband characteristics so that all the 
allocated frequency bands are covered.

Assuming the Rayleigh fading distribution at a MT that was 
described in Section 2.8, the fading signal, Er(t), can be obtained as 
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a function of the time, t, as the sum of the in-phase and orthogonal 
independent signals with carrier angular frequency ωc:

	 Er t( ) = x t( )coswct − y t( )sinwct 	 (8.26)

The amplitude coefficient of each signal is given by a Gaussian dis-
tribution and is identical to the Gaussian noise signal. Based on this 
relation, the fading signal is synthesized by modulating the in-phase 
and orthogonal carrier signals with Gaussian noise as shown in 
Figure 8.17. This type of modulation is known as double sideband 
suppressed carrier modulation. The power frequency spectra of the 
base-band noise signals used for the modulation can be written as 
functions of the velocity of the MT, v (m/s), and the maximum Dop-
pler frequency, fD = v/λ (Hz)

x f( ) = y f( ) = s 2

pfD
1

1 −
f
fD

⎛
⎝⎜

⎞
⎠⎟

2
,   0 ≤ f ≤ fD ;   x f( ) = y f( ) = 0,   fD ≤ f

(8.27)

where σ is the mean value of x(f ) and y(f ) that were defined in (2.33).
The Gaussian noise is obtained by restricting the frequency 

bandwidth of the M-sequence (maximum-length) code with a fre-
quency of fb to

Figure 8.17  Block diagram of fading simulator. (DIV, power divider; PS, phase 
shifter; NG, Gaussian noise generator; COM, power combiner.)
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fD =

fb
20 	

(8.28)

Although the length of one cycle of the output signal of the fading 
simulator is the same as that of the M-sequence code, an effective 
length of more than 1600 wavelengths is sufficient for the measure-
ment facility. The M-sequence is used to obtain random sequences. 
The M-sequence generator can easily be constructed from a shift reg-
ister and an exclusive OR operator—this is an arrangement that is 
often employed in digital communication systems to synchronize 
input and output signals.

Fading effects can be reduced by diversity reception, as 
described in Section 2.8, and by using multiple input branches with 
small correlation coefficients. In order to test the diversity reception, 
it is necessary for the fading simulator to generate correlated output 
signals. Two correlated fading signals can be described by replacing 
the amplitude coefficient in (8.26) with the following equations:

	 xi t( ) = ui t( )cosfi ,   y i t( ) = v i t( )sinfi , i = 1,2 	 (8.29)

where ϕi denotes the phase of the signal. The correlation coefficient, 
ρ, for the two signal envelopes can be obtained from (3.33) as:

	
r = cos f1 − f2( ) 	

(8.30)

The correlation coefficient is arbitrarily defined by ϕ1 and ϕ2, which 
are adjusted at the fading simulator by adding an appropriate phase 
difference to the noise generator shown in Figure 8.17.

8.3.2  Delay Spread Simulation

In mobile communication systems, the propagation path from a 
transmitting source to a reception point has a different length for 
each frequency. This causes delay spread distribution, especially for 
high-speed digital data transmission. To be able to investigate the 
performance of MTs under this delay spread condition, a fading sim-
ulator needs to have frequency-selective fading characteristics. The 
amplitude of each delayed signal is adjusted by an arbitrary scaling 
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coefficient, and all of the delayed signals are combined by a power 
combiner at the final stage [19].

In the case of frequency-selective fading in a real propagation 
environment, the delay time, the amplitude, and the phase of the 
delayed wave all behave as functions of time. Measured delay times 
for current digital cellular systems vary from a few hundreds of nano-
seconds (ns) to tens of microseconds (μs). To produce real frequen-
cy-selective fading, the transverse filter implemented by LSI shown 
in Figure 8.18 must process the signal in the time domain. This sig-
nal-processing fills the base-band frequency with digital data, thus 
providing detailed parameter settings for use in delay spread simu-
lation. The synthesized digital signal is input to a band-pass filter 
after D/A conversion and is modulated by Gaussian noise to generate 
fading waves [20]. This type of field simulator is used to evaluate the 
equalizer that suppresses the delayed waves in mobile terminals.

Figure 8.18  Block diagram for real time delay spread simulator: transversal filter 
(TRV), digital to analog converter (D/A), modulator (MOD), τ delay circuit, hi filter 
coefficient.
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8.3.3  Fading-Field Simulator

Using a fading simulator, the characteristics of mobile terminals can 
be evaluated by inputting a fading wave to the antenna input port 
with the antenna removed. This is an effective way of evaluating the 
radio unit of a mobile terminal that has had its antenna removed. 
However, it is also necessary to test the characteristics of the prod-
uct with the antenna included. The product test performed inside an 
anechoic chamber that was described in Section 3.2.2 is not suffi-
cient for mobile terminals intended for use in urban multipath prop-
agation environments. In this section, the structure of a fading-field 
simulator that can be used to produce an artificial multipath propa-
gation environment and the theory behind such a simulator will be 
presented. A fading simulator reproduces fading signals as RF sig-
nals fed through a coaxial cable, whereas a field simulator generates 
fading waves that are the sum of spatially distributed electromag-
netic waves.

Simple fading may be obtained by moving the device under test 
(DUT) along a standing wave generated by a feed probe and reflec-
tors as shown in Figure 8.19. The feed probe consists of a monopole 
antenna installed on a large area of flat ground and placed a distance 
λ/4 away from one reflector to excite the standing wave effectively. 
The distance between the two reflectors is set to mλ/2, where m is 
a natural number [21]. The number of incoming waves to a mobile 

Figure 8.19  Fading measurement using standing waves.
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terminal in a cellular system is seven or eight [22]; this is quite dif-
ferent from the case just described, where there is only one standing 
wave.

Multipath fading in an outdoor environment is caused by the 
arrival of randomly distributed waves from all directions. Under 
such conditions, the generation of a random field is necessary for 
testing devices. This technique is also used to eliminate the effect 

Figure 8.20  Reverberation chamber.

Figure 8.21  Field simulator.
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of different radiation patterns in the antenna of a DUT. A reverbera-
tion chamber based on this principle is one of the facilities that can 
be used to generate a random field by using rotating vanes inside a 
shielded room. A setup of this type is shown in Figure 8.20 [23].

To generate interference fading using a limited number of 
sources, in the case of a field simulator, it is appropriate to use the 
waves reflected from the conducting reflector. One possible compact 
field simulator consists of the transmitting antennas installed on the 
inside walls of a shielded box as shown in Figure 8.21. The field 
distribution is regarded as a function of time, and the phase of each 
source is randomly changed electronically by a digital phase-shifter. 
An eight-bit digital phase-shifter is used to satisfy the requirement 
that the minimum number of bits should be more than five [24]. 
The random phase variation means that the field radiating from the 
sources is scanned electronically.
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9
ANTENNA AND CHANNEL CAPACITY

Channel-capacity estimation is a key factor in high-speed data trans-
mission in mobile communications. This chapter presents the defi-
nition of channel capacity for single-input and single-output (SISO) 
and multiple-input and multiple-output (MIMO) systems. First, the 
definition of channel capacity of MIMO antennas is presented. To 
maximize channel capacity, the optimization method is explained 
using the base station antenna location, pattern synthetization, and 
polarization selection in several propagation environments. Exam-
ples of channel-capacity estimation in typical outdoor and indoor 
environment are described. Antenna optimization of mobile termi-
nals is explained using the radiation efficiency and mutual coupling 
among the antenna elements.

9.1  CHANNEL CAPACITY OF SISO AND MIMO

Mobile communications are seriously affected by multipath fading. 
Diversity schemes are used to overcome these problems using several 
transmitting and/or receiving antennas in SISO systems. Multiple 
transmitting and receiving antennas that are simultaneously used 
can provide several independent propagation paths, resulting in 
channel-capacity enhancement by allocating data streams to differ-
ent paths. This technique is known as MIMO. This section presents 
the basics of MIMO and channel-capacity estimation.
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9.1.1  System Model of MIMO

The channel capacity of mobile communication systems is deter-
mined based on the signal-to-noise ratio (SNR) and characteristics of 
the propagation channel. The SISO system is characterized using the 
antenna pattern and transmitting power of a transmitter (TX), and 
the propagation channel is determined using the propagation loss 
and TX antenna pattern. Figure 9.1 shows the system model of SISO. 
Received signal y(t) is given by transmission power Pt and thermal 
noise n(t) at the receiver as a function of time, that is,

	
y t( ) = Pt hs t( ) + n t( )

	
(9.1)

where s(t) is the input signal at TX, and h is the propagation chan-
nel. The time variation in channel h is sufficiently slow compared 
with that in the other parameters. Then, channel SNR = ρ is obtained 
using the ensemble average of noise σ = E[n2(t)] and normalized sig-
nal level E[s2(t)] = 1 as:

	
r =

Pt h
2

s 2
	

(9.2)

where ensemble average x is expressed using E[x].
Figure 9.2 shows the system model of MIMO. The numbers of 

transmitting and receiving antennas are Nt and Nr, respectively, and 
the noise at each receiving port is denoted by nj(t) (j = 1,2…Nr). Equa-
tion (9.1) is extended to the following Nt × Nr matrix form as follows:

	 Y[ ] = H[ ] X[ ] + N[ ] 	 (9.3)

	
Y[ ] = y1 t( ),y 2 t( ),…yNr

t( )⎡
⎣

⎤
⎦
t

	
(9.4)

	

H[ ] =

h11 h12 ! h1Nr

h21 h22 ! h2Nr

! " !" "

hNt 1
hNt 2

! hNtN r

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

	

(9.5)
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X[ ] = x1 t( ),x2 t( ),…xNr

t( )⎡
⎣

⎤
⎦
t
= P1s1 t( ), P2s2 t( ),… PNr

sNr

⎡
⎣⎢

⎤
⎦⎥
t

	
(9.6)

	
N[ ] = n1 t( ),n2 t( ),…nNr

t( )⎡
⎣

⎤
⎦
t

	
(9.7)

where t denotes the transpose matrix, and H is known as the propa-
gation channel matrix.

The singular value decomposition of matrix H is expressed as 
UDVH. U and V are complex unitary matrices, and {·}H represents a 
complex conjugate transpose. Diagonal matrix D is expressed as:

	

D[ ] =

l1 0 ! 0

0 l1 ! 0
" ! "! !

0 0 ! lNr

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

	

(9.8)

Figure 9.1  System model of SISO.

Figure 9.2  System model of MISO.
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U and V are transformed into unitary matrix I using the relationship 
UUH = VVH = I and are used as weight matrices for transmission and 
reception to obtain the following formula:

	

Ds t( ) =

l1 0 ! 0

0 l2 ! 0
" " ! !

0 0 ! lNr

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

s1 t( )
s2 t( )
!

sNr

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
=

l1s1 t( )
l2s2 t( )
!

lNr
sNr

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥

	

(9.9)

This transformation indicates that a MIMO system independently 
transmits Nr orthogonal signals, which enhances the channel capac-
ity of a system.

9.1.2  Channel Capacity Under Rayleigh Environment

The Shannon-Hartley theorem expressed the channel capacity of 
SISO in the units of bits per second (bps) as:

	 C = log2 1 + r( ) 	 (9.10)

The channel capacity of Nt × Nr MIMO is obtained using normalized 
channel matrix Hn as follows [1]:

	
C = log2 det I + r

Nt

HnHn
H⎛

⎝⎜
⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟ 	

(9.11)

Equation (9.11) is transformed into the following [2]:

	
C = Nr log2

r
Nt

⎛
⎝⎜

⎞
⎠⎟
+ log2 det I ⋅

Nt

r + HnHn
H⎛

⎝⎜
⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟ 	

(9.12)

	
≈ Nr log2

r
Nt

⎛
⎝⎜

⎞
⎠⎟
+ log2 det HnHn

H( )( ) = CSNR + CCOR
	

(9.13)

The aforementioned approximation is given by condition Nr > Nt, a 
well-conditioned channel, and large ρ. Equation (9.13) indicates that 
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the channel capacity contains elements that depend on SNR (CSNR) 
and the correlation (CCOR).

Figure 9.3 shows the channel capacity as a function of SNR for 
four configurations of antenna elements, where 1,000 patterns of 
channel matrices are investigated in each SNR and the average is 
used to evaluate the channel capacity. These patterns are random 
under the assumption of a Rayleigh propagation environment. The 
result indicates that the channel capacity is proportional to SNR and 
the number of antennas. We need to note that (9.13) is effective in 
high SNR values of more than 20 dB.

To individually evaluate the contribution of SNR and the cor-
relation to the channel capacity using (9.13), we focus on 2 × 2 MIMO 
systems. CSNR and CCOR are shown in Figure 9.4 where the channel 
capacity is evaluated not based on det(HnHn

H) but on spatial correla-
tion coefficient γs, which is defined by:

	
g s =

Rr ,12

Rr ,11Rr ,22 	
(9.14)

where Rr,ii are the components of Rr = HHH. According to (9.13), Fig-
ure 9.4(a) shows that a high SNR value increases the channel capac-
ity. The CCOR values are scattered below the upper bound, as shown 
in Figure 9.4(b), because the power distribution to the first and 

Figure 9.3  Channel capacity of MIMO and SISO as function of SNR; solid lines 
are (9.11) and (9.12), dotted lines are (9.13).
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second eigenvalues are not optimized. The obtained upper bound 
curve indicates that a low correlation yields a high channel capac-
ity in which the increasing ratio reaches saturation at γs < 0.5. The 
upper bound is given by an ideal propagation channel, particularly 
in the low-SNR regime, which means that the improvement rate in 
the channel capacity by the second term in (9.13) is high.

9.1.3  Channel Capacity Under Nakagami-Rice Environment

The condition discussed in the preceding section is based on Rayleigh 
distribution in the propagation environment. This section describes 
the influence of SNR and correlation on the channel capacity under a 
Nakagami-Rice distribution. Averaged spatial correlation coefficient 
g s  has a one-to-one correspondence with Rician factor K, which is 
defined in Section 2.8, and it is expressed as follows [3]:

	
g s = K

K + 1 	
(9.15)

where g s  is a monotonically increasing function of K. Figure 9.5 
shows the channel capacity in (9.11) as a function of g s .  Here HD is 
derived from channel matrix H, which is expressed by the following 
equation [4]:

	
H = K

K + 1
HD + 1

K + 1
H s

	
(9.16)

Figure 9.4  Performance of the components depending on (a) SNR, and (b) correla-
tion in 2 × 2 MIMO channel capacity.
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HD =
1 ! 1
" # "

1 ! 1

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

	

(9.17)

where Hs is a matrix with a complex Gaussian distribution. The 
channel matrices, including K, are evaluated using a similar pro-
cedure presented in Section 9.1.2. Figure 9.3 shows that the chan-
nel capacity increases in the low-correlation regime (i.e., close to the 
Rayleigh distribution). The increase in elements (Nt, Nr) and a high 
SNR are effective for enhancing the channel capacity under a Rician 
environment. However, the capacity does not increase under large-K 
regimes ( g s  < 0.5) in the MIMO systems.

9.2  BS ANTENNA DESIGN AND CHANNEL CAPACITY

The channel capacity in MIMO systems is increased by high SNR 
and low spatial correlation in the propagation channel. To satisfy 
this requirement, high gains with low correlated radiation patterns 
are required in BS antenna designs. Actual propagation environ-
ments involve reflection, transmission, and diffraction waves from 
BSs that are often installed near the ceiling to realize a LOS indoor 
environment for MTs. This section describes the design requirements 
for obtaining a large channel capacity in a BS antenna for downlink 

Figure 9.5  Channel capacity as a function of the averaged spatial correlation co-
efficient, solid lines are 2 × 2 MIMO, and dotted lines are 4 × 4 MIMO.
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transmissions and the measured channel-capacity performance of a 
fabricated antenna. In this section, correlation represents a spatial 
correlation, including the effect of angular spread.

9.2.1  BS Near Walls

To determine the design guidelines for MIMO antenna radiation pat-
terns, parameter studies are conducted using the ray-tracing method 
based on the scenario shown in Figure 9.6. In this scenario, BS is 
installed near a wall, and the channel matrices at several MT posi-
tions are calculated. The environments between the BS and all MT 
positions are LOS environments. The transmitting and noise power 
are −5 dBm/ch and −85 dBm, respectively, and a 2 × 2 MIMO com-
munication is assumed. The channel capacity of the directional 
antennas is larger than that of the antennas with omnidirectional 
patterns [5], and the BS radiation patterns are assumed to be a pencil 
beam with an infinite front-to-back ratio, as shown in Figure 9.6.

The half-power beam width (HPBW) is fixed at θh = 60°, and 
the space-averaged channel capacities are calculated at each angle 
between two beams (θs). Figure 9.7 shows the relationship between θs 
with a maximum space-averaged channel capacity and aspect ratio 
t. The channel-capacity distribution represented by the black circles 
follows the dotted line, which indicates that the main beam of BS 

Figure 9.6  Room geometry and location of the BS and MT to determine suitable 
radiation patterns (overhead view). The room height is 2.7m, and t denotes the aspect 
ratio of the room.
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should be directed toward the room corners to increase the channel 
capacity. This improvement effect is not limited to 2 × 2 MIMO sys-
tems because it is also observed in four streams [6].

The antenna that is built based on the abovementioned design 
guidelines consists of a two-element patch-antenna array with dual 
feeds, as shown in Figure 9.8(a). Two beams with orthogonal polar-
izations are radiated from each patch antenna, and these are tilted 
downward, as shown in Figure 9.8(b). Figure 9.9 shows the radiation 
patterns. The HPBWs in the yz and zx planes are approximately 80° 
and 90°, respectively, and the antenna gain is 7.0 dBi.

Figure 9.9 shows the positions of BSs and MTs in the environ-
ment shown in Figure 9.6. As a reference, a sleeve array is also used 
for a dual-polarization BS antenna where the spacing between the 
vertical- and horizontal-oriented sleeves is equal to 1λ. For the MT 
antennas, a single dipole antenna is moved to evaluate the impulse 
responses of 16 channels using four channels because the measured 
environment is quasistatic and the time variation is almost negligi-
ble. Under this measurement condition, the element spacing between 
the MT antennas is 0.5λ. The BS antenna is installed at the ceiling 
near a wall, and the channel matrices are measured at three typical 
positions (1–3) for the MT, as shown in Figure 9.9. At positions 1 
and 3, signals from the four beams of BS are received at almost the 
same level, and SNR at position 1 is higher than that at position 3. 

Figure 9.7  Angles between two beams leading to the maximum space-averaged 
channel capacity, and the dotted line indicates θs obtained when the main beams are 
pointed to the corner of the room.
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At position 2, the signals from the left patch are dominant. In this 
measurement, the frequency is 2.45 GHz.

Figure 9.10 shows the measured channel capacity and SNR at 
the three MT positions. In all positions, the SNRs of the patch array-
based antenna are higher than those of the reference antenna that is 
based on the sleeve array. The channel capacities are enhanced by 
the patch array with improvements of 20% at positions 1 and 2. This 
20% improvement is equivalent to an increase of 3 dB SNR, which 
indicates that the same channel capacity is obtained by transmit-
ting at a half-power level. The channel capacity of the patch array 
is slightly smaller than that of the sleeve array at position 3 owing 

Figure 9.8  Geometry of patch array: (a) fabricated patch array, (b) directions of 
the main beams, and (c) radiation patterns in the vertical (solid line) and horizontal 
(dotted line) planes.
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to the degradation in the fourth eigenvalue, which is the minimum 
eigenvalue, in the spatial correlation matrix. However, the patch-an-
tenna array enhances the channel capacity by having a high SNR at 
the MT positions.

9.2.2  BS at the Ceiling

This section presents the channel capacity of a BS at the ceiling. 
Under this condition, the suitable radiation pattern for 4 × 4 MIMO 
systems has an HPBW value of 80° and a downward tilt angle of 30° 
with vertical and horizontal polarizations to increase the channel 
capacity, as shown in Figure 9.11. These conditions are estimated 

Figure 9.9  Measurement environment: (a) patch array, (b) sleeve array, (c) layout 
of site, and (d) dipole antenna.
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using the same ray-tracing analysis procedure presented in Sec-
tion 9.2.1. This antenna design leads to an improvement of 10% in 
capacity compared with an isotropic antenna [6]. Figure 9.12 shows a 
MIMO antenna based on the aforementioned design guidelines using 
four dipole and four slot antennas [7].

In the radiation patterns shown in Figure 9.13(a), the xy (hori-
zontal) plane is the ceiling, and the z axis represents the direction 
(vertical plane) toward the floor. In the vertical plane, the HPBWs 
values for the slot and dipole antennas are 84° and 85.5°, respectively. 

Figure 9.10  Channel capacities and SNRs at MT positions 1, 2, and 3: (a) channel 
capacity, and (b) SNR.

Figure 9.11  Simulation model and radiation patterns leading to large channel ca-
pacity; V is vertical polarization, H is horizontal polarization, tilt angle is θ t: (a) top 
view, and (b) side view.
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In the horizontal plane, the antenna beams are tilted, and the HPBWs 
values at 60° from the z-axis are 61° and 53°, respectively. Figure 9.14 
shows the scenario of 2 × 2 MIMO channel measurements using this 
antenna.

Figure 9.12  Photos of the MIMO antenna constructed using four slot and dipole 
antennas.

Figure 9.13  Radiation patterns for slot and dipole antenna elements: (a) vertical 
plane pattern, and (b) horizontal plane tilted 30° toward the z-axis.
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With regard to the BS, the antenna is fixed at the center of the 
ceiling, and two streams are radiated from one slot and one dipole. 
Channel measurements are also performed using sleeve arrays in BS 
as the reference. Here, sleeve antennas are used for vertical and hor-
izontal polarization. For the MT, the sleeve antenna array whose ele-
ments are inclined parallel and arranged perpendicular to the ground 
is used. The channel matrices are obtained at seven room positions 
where no obstructions exist between the BS and MT and all the MT 
positions are in LOS. The measurement frequency is 2.45 GHz.

Figure 9.15 shows the measured SNR and channel capacities of 
the two antenna types. In five out of seven investigated positions, 

Figure 9.14  Measurement environment.

Figure 9.15  Measured SNR and channel capacity for the MIMO antennas con-
structed using either sleeve (Sl) or slot and dipole (Sd) antennas: (a) SNR, and (b) 
channel capacity.
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SNR is enhanced by the slot and dipole antennas, and the chan-
nel capacity is then enhanced at the four positions. The place-av-
eraged SNR of the slot and dipole antennas is enhanced by 2.6 dB 
and exhibits an improvement in the channel capacity of 16.2% com-
pared with the sleeve antenna. A high channel capacity is obtained 
at positions with high SNR. Position 4 is an exception to this rule 
because of the degradation in the second eigenvalue, which is the 
minimum eigenvalue, in the spatial correlation matrix. Altogether, 
these results indicate that directive antennas enhance not only the 
high-order (maximum), but also the low-order (minimum), eigenval-
ues in the correlation matrix.

As discussed in Section 9.1, high SNR and low spatial correla-
tion are effective in enhancing the channel capacity, which is veri-
fied by the results of the directive and dual-polarization antennas.

9.2.3  BS in Open Site

The channel capacity in an open site is estimated using the ray-trac-
ing method, as presented in this section. Figure 9.16 shows that open 
site, A, above the earth’s surface without any disturbing-ray object 
from a BS with height hb.

Another open site, B, includes buildings inside and outside the 
observation area on earth, as shown in Figure 9.17. BS is mounted at 
the top of the building outside the observation area. The buildings 
are replaced with uniform dielectric blocks with electrical parame-
ters of relative dielectric constant εr = 6 and conductivity σ = 0.023 

Figure 9.16  Open site A: Pt = −5 dBm, Nf = −85 dBm, hb = 30m, θ t = 10°, hm = 
1m, εg = 10, σ = 0.0023 S/m.
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S/m by assuming a dry concrete material. Additionally, the same 
electrical parameters εr = 6 and σ = 0.023 S/m represent the earth’s 
parameters.

Two BS antennas are used in this ray-tracing simulation to 
determine the channel capacity in the observation area. Two iden-
tical antennas are arrayed to obtain three- and six-sector anten-
nas with four branches, as shown in Figure 9.18. The element 
spacing is 0.9λ, and the array distance is 1.0λ. A crossed dipole 
antenna is used for the array element, and HPBW in the horizon-
tal plane is controlled using the shape of the ground plane. The 
detailed shape of the ground plane is removed, as shown in Fig-
ure 9.18, to easily understand the geometry. One of the antennas 
has HPBW of θh = 85° to divide the horizontal plane into three sec-
tors, and another antenna has HPBW of θh = 43° to emulate the six 
sectors. The HPBW value of both antennas in the vertical plane is  
θv = 7°, which provides an antenna gain of 17 dBi for the three sectors 
and 20 dBi for the six sectors. The transmitting power is Pt = −5 dBm, 
and the noise level is set at Nf = −85 dBm.

The MT antenna contains a pair of ±45° polarization branches 
consisting of a sleeve and a slot element. The spacing of the two 

Figure 9.17  Open site B: Pt = −5 dBm, Nf = −85 dBm, hb = 32m, θ t = 10°, hm = 1m, 
εg = 10, εb = 6, σ = 0.0023 S/m.
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branches is 1.0λ. The MT above the ground plane with a height of 
hm = 1m moves in the observation area, and the electric field is cal-
culated in a 1m grid to estimate the channel capacity. Figures 9.19 
and 9.20 show the electric-field distribution in sites A and B, respec-
tively. The radiation patterns of the two types of sector antennas are 
clearly projected on the observation area in site A. The field strength 
spreads over the center region by the six-sector antenna because 
of the tilted beams, whereas the field is focused around the center 
region by the three-sector antenna.

The average and peak channel capacities of both sites are shown 
in Figure 9.21, where the left character represents site A or B and the 
right character represents three or six sectors. The average capacity 
is increased by the six-sector antenna; however, the peak capacity 
is reduced by the six-sector antenna. The observed peak capacity 
around the overlapping area between two beams is enhanced by 
the three-sector antenna because two BS antennas face in the same 
direction. The channel capacity depends on the site environment 
and antenna configuration, which should be considered in the sys-
tem design.

Figure 9.18  Geometry of base station antenna: (a) three-sector antenna, and (b) 
six-sector antenna.
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Figure 9.19  Channel capacity distribution of open site A: (a) three-sector antenna, 
and (b) six-sector antenna.

Figure 9.20  Channel capacity distribution of open site B: (a) three-sector antenna, 
and (b) six-sector antenna.
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9.3  TERMINAL ANTENNA DESIGN AND CHANNEL CAPACITY

This section describes the mutual coupling between the antennas 
installed in the MT to enhance the channel capacity, along with the 
influence of radiation efficiency and pattern distortion. The mutual 
coupling and radiation efficiency are related to the correlation and 
SNR parameters to estimate the channel capacity. Optimization of 
the antenna radiation pattern is considered under a realistic prop-
agation model in the MT as well as the effects of the head, hands, 
and body of users by numerical simulations using a phantom. In this 
section, correlation refers to the antenna correlation because the cor-
relation equation assumes that the distribution of an incoming wave 
is uniform. Correlation is derived according to the antenna charac-
teristics only.

9.3.1  Mutual Coupling and Radiation Efficiency

Two major parameters, namely, SNR and correlation, are critical in 
enhancing the channel capacity in the BS antenna design. Obtaining 
high SNR by increasing the antenna gain is not easy for MT anten-
nas because the available space in the MT is limited. Most built-in 
antennas are installed at the bottom of the MT to reduce the specific 
absorption ratio (i.e., the allowable exposure level of electromagnetic 
waves) when phones are held in the talking position. This location 
also restricts the spacing between antennas, which is necessary to 

Figure 9.21  Average and peak channel capacity distribution of open site A, B.
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obtain a low correlation. MT antennas are characterized by radia-
tion efficiency, instead of SNR and correlation, because the antenna 
array distance is close. First, a simple simulation model based on two 
half-wavelength dipoles is considered as an example of MT antennas.

The effects of array spacing on the MIMO channel capacity are 
investigated for an array with and without mutual coupling. Figure 
9.22 shows the geometry of two omnidirectional antennas on the x 
axis with spacing d under random incoming waves in the xy plane.

Assuming uniform incoming-wave distribution Ai(θ) = 1, the 
spatial correlation of the two antenna elements is obtained by the 
array factor as follows:

	

g s d( ) =
Ai q( )exp jkod cosq( )dq

0

2p

∫
Ai q( )dq

0

2p

∫
= J 0 kod( )

	

(9.18)

where ko is the wave number in free space, and J0(x) is the zeroth-order 
Bessel function. Small spatial correlation γs < 0.5 is obtained at ele-
ment spacing d > 0.2λ, as shown in Figure 9.23; however, the mutual 
coupling and radiation efficiency between the antenna elements are 
not considered in (9.18). Built-in antennas in MTs are restricted in 
space to increase the mutual coupling and pattern distortion. To 
determine the effects of mutual coupling, radiation efficiency, and 
pattern distortion on the correlation, two λ/2 dipole antennas are 
used in the simulation for a simple model of MT antennas. The two 
dipoles are parallel in the z-axis direction. The center of one dipole 

Figure 9.22  Geometry of a two-antenna element.
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is at the origin, and the other dipole center is on the x axis at position 
x = d. The correlation between the two dipoles is given by the scat-
tering parameters as [8]:

	

g d =
S11

∗ S12 + S12
∗ S22

2

1 − S11

2
− S21

2( ) 1 − S12

2
− S22

2( )
	

(9.19)

Assuming no losses in the antenna elements, the radiation efficiency 
of antenna 1 is given by S11 and S21 as follows:

	
hr = 1 − S11

2
− S21

2

	

(9.20)

Mutual coupling also causes a distortion in the radiation pattern, 
which is defined by the ratio of the maximum and minimum gains 
in the xy (E) plane as:

	
Δ g =

Gmax

Gmin 	

(9.21)

The evaluation factors for the array spacing are shown in Figure 9.24. 
The correlation of γd is reduced by mutual coupling compared with 

Figure 9.23  Correlation of two antenna element.
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spatial correlation γs defined by (9.18), which is also explained by 
the observed pattern distortion at values of more than 3 dB in the 
xy plane. We should note that efficiency ηr is reduced by the small 
array spacing. The reduction in efficiency reduces the channel 
capacity.

As described in Section 9.1.1, the channel capacity is approxi-
mated using (9.13). In the case of the 2 × 2 MIMO systems, the ergodic 
channel capacity is approximated using the first term of (9.13) under 
a high-SNR regime. Thus, the channel capacity, including the effi-
ciency, is approximated as:

	
C h( ) ≅ Nr log2

hrr
Nt

⎛
⎝⎜

⎞
⎠⎟ 	

(9.22)

The channel capacity is normalized to limit the maximum radiation 
efficiency to ηr = 1, as shown in Figure 9.25. In small-spacing arrays, 
the radiation efficiency should be carefully considered in the design 
of MT antennas [6]. The saturation in the capacity increases at γs < 0.5 
shown in Figure 9.4(b), and the effect of radiation efficiency are key 
parameters in the MT antenna design.

Figure 9.24  Correlation, radiation efficiency, and pattern distortion of two-element 
dipole antennas.
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9.3.2  Channel Capacity Estimation of MT Antennas

For diversity application, orthogonal polarization is effective in reduc-
ing the correlation coefficient between two antenna ports. However, 
the channel capacity of MIMO also depends on the antenna gain. To 
characterize MT antennas for MIMO applications, this section pres-
ents a method for estimating the channel capacity of MTs. The propa-
gation environment is based on a Nakagami-Rice model together with 
the Kronecker scattering assumption due to the surrounding objects, 
as shown in Figure 9.26 [9]. This model produces uncorrelated scat-
tering by many scattering objects between the BS and MT, which 
can separate the transmitting and receiving correlation matrices into 
independent matrices.

Figure 9.25  Normalized channel capacity as a function of radiation efficiency.

Figure 9.26  Kronecker model.
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For simplicity in simulation, all incoming waves are concen-
trated in the xy plane, and the components of the channel matrix in 
(9.16) are expressed as follows:

	
H D f( ) = ΓΓ f( ) ⊗ a f( ), H D f( ) = RrG Rt( )t 	 (9.23)

where HD and HS are the direct and scattering components, respec-
tively, and ϕ is the angle of the incident wave in the xy plane [10]. ΓΓ(ϕ), 
a(ϕ), and G are the complex radiation patterns of each antenna, an 
array factor, and the Gaussian distribution matrix, respectively, and 
⊗ represents the Hadamard product. The correlation unit matrices at 
the transmitting and receiving sides (Rt, Rr) are given by assuming a 
2 × 2 MIMO as follows:

	

Rii =
Pi1 Pi1Pi2g
Pi1Pi2g Pi1

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
,      i = r,t

	

(9.24)

where Pij (j = 1, 2) is the receiving power of each antenna, and γ is 
the correlation factor between the antennas. The uniform incom-
ing-wave distribution in the xy plane, namely, γ (as shown in Figure 
9.23), is obtained using the complex radiation pattern of the antennas 
as follows:

	
g =

g12

g11 f( ) g22 f( )
	

(9.25)

	
gij = XPR × Eqi f( )Eqj

∗ f( ) + Efi f( )Efj
∗ f( ){ }df

0

2p

∫
	

(9.26)

where Eki(ϕ) (k = θ, ϕ) is the k component of the complex radiation 
pattern of antenna i in the xy plane, and XPR is the cross-polariza-
tion ratio of the incoming wave, as defined in Section 3.3.2. The pri-
mary component of Eθ is used in (9.26). Finally, by substituting (9.23) 
and (9.24) into (9.16), the channel matrix of 2 × 2 MIMO is obtained. 
Then, the channel capacity is estimated using (9.11).

7040_Arai_V4.indd   2647040_Arai_V4.indd   264 5/12/22   5:01 PM5/12/22   5:01 PM



	 9.3  Terminal Antenna Design and Channel Capacity	 265

9.3.3  Channel Capacity of MT Antennas

Figure 9.27 shows the geometries of a receiving antenna. The built-in 
antennas of MTs such as smartphones are installed at the bottom 
edge to reduce the power density of the transmitting power of MTs 
on a human body. The MT is approximated using a rectangular con-
ductor plate, and an inverted-F antenna (IFA) is used as the built-in 
antenna. A nonradiating element of IFA is folded to reduce its vol-
ume (w × h × l). The length of nonradiating element l is adjusted for 
four geometries, as shown in Figure 9.27, to resonate at 2 GHz, and w 
and h are fixed at 5 mm.

IFA, denoted as R1 in Figure 9.27(a), is a common antenna for 
other geometries, and the position of other IFAs is varied to find the 
optimum antenna location for a MIMO system. Figure 9.28 shows 
the correlation and radiation efficiency of each antenna geometry 
estimated using the formulas defined in Section 9.3.1. The simula-
tion assumes no conducting loss. Therefore, the radiation efficiency 
dominated by S11 and S12 is equivalent to an average antenna gain in 
the xy plane. The small difference in radiation efficiency between 
the #1 and #2 antennas are caused by the asymmetrical antenna 
arrangement in the xy plane. The maximum efficiency is obtained 
in geometry C because the distance between the two antennas is 
the largest and the radiating elements of IFA are orthogonal to each 

Figure 9.27  Inverted-F antennas on plate (category 1).
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other. Figure 9.29 shows the channel-capacity estimation of the four 
antenna geometries. The maximum capacity is obtained by geometry 
C, which is almost the same as the radiation efficiency results shown 
in Figure 9.28. We conclude that the dominant factor that maximizes 
the channel capacity is the average antenna gain in the plane where 
the incoming wave exists. This condition is known as the maximum 
effective gain for a uniform incoming-wave distribution in an inci-
dent plane [11]. The correlation and radiation efficiency of the other 
antenna geometry shown in Figure 9.30 is shown in Figure 9.31, 
and those in Figure 9.27(c) are shown for reference. The efficiency 
is increased in antennas with a large distance, which is the same as 
that in Figure 9.28.

Figure 9.29  Channel capacity of category 1; K = 3 dB, SNR = 10 dB.

Figure 9.28  Correlation and radiation efficiency of category 1; #1 = R1, #2 = A, 
B, C, D.
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The channel capacity of the MT antennas shown in Figure 
9.29 is estimated in which the effect of human body in using MTs 
is neglected. The radiation power from smartphone antennas is 
absorbed by the body, which degrades the channel capacity due to 
the decrease in radiation efficiency. The effect on the human body 
is emulated using a phantom with the same electrical parameters as 

Figure 9.30  Inverted-F antennas on plate (category 2).

Figure 9.31  Correlation and radiation efficiency of category 1; #1 = R1, #2 = E, 
F, G.
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Figure 9.32  Phantom model for viewer mode, all units are in millimeters; head part 
(εr = 40, σ = 1.4 S/m), other parts (εr = 54, σ = 1.45 S/m). (a) Head and hand, and 
(b) head, chest, arm, and hand.

Figure 9.33  Channel capacity of MT in the presence of phantom.

those in a human body. Figure 9.32 shows two phantom models used 
in the following simulation [12].

A head is represented by a dielectric sphere, and a hand is 
approximated by a U-shaped block, as shown in Figure 9.32(a). This 
condition is denoted as a talk position. A chest and an arm are shown 
in Figure 9.32(b) to emulate the smartphone used in the viewer 
mode. The channel capacity is not seriously affected by the MT posi-
tion. However, the distance between the MT and the body affects 
the capacity, as shown in Figure 9.33. The reduction in the channel 
capacity in the talk position is larger than that in the viewer position.
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10
PROPAGATION MEASUREMENTS

This chapter presents the measurement procedure to verify or adjust 
the propagation environment designed using the BS antenna radia-
tion pattern. The propagation measurements are divided into narrow-
band and wideband measurements. The narrowband measurement 
provides the propagation-path-loss factor, and the wideband mea-
surement provides the delay profile of the site. The two measurement 
procedures are described, and several examples are presented. On 
the basis of the path-loss estimation, the link budget is determined 
to design the cellular system parameters. The downlink and uplink 
budgets are explained using typical sample data. The performance 
test for the MTs is also described under indoor artificial-propagation 
environments, such as the field simulator for fading simulation and 
the MIMO emulator for throughput measurement.

10.1  PROPAGATION-LOSS AND DELAY-PROFILE MEASUREMENTS

Propagation loss is a dominant factor in the design of cellular sys-
tems to create a coverage area by adjusting the radiation pattern of 
the BS antenna. The propagation loss is predicted using the several 
methods described in Section 8.1, which needs to be verified in a 
real propagation environment. This section describes the measure-
ment setup and parameters to characterize the narrowband propa-
gation and presents examples that are measured in several sites. The 

7040_Arai_V4.indd   2717040_Arai_V4.indd   271 5/12/22   5:01 PM5/12/22   5:01 PM



272	 Propagation Measurements

delay-profile measurement is also demonstrated as a key process of 
digital mobile-communication systems.

10.1.1  Measurement System

The propagation measurement is used to determine the loss factor in 
a specific site and is required when the performance of the base sta-
tion antenna and the corresponding coverage area are checked. This 
measurement is performed using a receiver installed on a vehicle to 
perform measurement in a wide coverage area. Figure 10.1 shows a 
typical onboard receiver configuration that is used to measure the 
received-signal strength. The system consists of the following sub-
systems: a location detector, a data processor, and an electric-field-
strength measuring device. The location-detection subsystem esti-
mates the precise position of the vehicle and consists of a directional 
sensor, a distance sensor, route-history data, and a road map to help 
generate the measured route history. Multiple measuring receivers 
are also installed on board to allow simultaneous measurements of 
multiple radio channels.

Two types of calibration procedures are generally used for precise 
propagation measurements. The first involves linearity compensation 

Figure 10.1  Measurement system.
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of the receiver in systems that are used in short-range measurement. 
The second type of calibration procedure is the time standard cali-
bration in the delay-measurement system described in Section 10.3. 
Calibration of the RF system is carried out by directly connecting the 
signal-generator output to the antenna input port of the RF receiver.

A problem is encountered in the propagation measurement (i.e., 
how to remove the electrical effect of the supporting structure of 
the mobile terminals). The receiving antennas are usually attached 
using low-dielectric-constant materials such as polyethylene foam, 
wood, or corrugated fiberboard. In the measurements, the receivers 
and data-recording devices are made of a metal frame. To minimize 
pattern distortions due to electrical obstacles, the equipment should 
be located away from the tested devices. An antenna needs some 
space to stably operate. This space is known as antenna clearance 
and is calculated by placing an electrical obstacle near the tested 
antenna [1]. This simple obstacle is a λ/2 conducting wire to dis-
turb the antenna-input characteristics and radiation patterns (Figure 
10.2). The input impedance is seriously affected by the wire distance 
from the test antenna less than λ, whereas the deviation radiation 
patterns do not converge in this spacing distance. Figure 10.3 shows 
that the H-plane radiation pattern of a λ/2 dipole antenna is seriously 
affected by the presence of the λ/2 conducting wires that are arrayed 
in parallel. The ripple of the H-plane radiation pattern is ±2.4 dB at 
distance d = λ between the dipole and wire, and it is ±0.8 dB at d = 
3λ, as shown in Figure 10.4. A pattern deviation of less than ±1 dB is 

Figure 10.2  λ/2 dipole and conducting wire.
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guaranteed for the tested devices that are at least 3λ away from the 
electrical obstacles.

10.1.2  Delay-Profile Measurement

Recent mobile-communication systems use ever-increasing higher 
speed data-transmission rates. The delay profile of a site limits the 
maximum data-transmission rate of the system. When the delay 

Figure 10.3  Radiation pattern of λ/2 dipole with conducting wire in length of λ/2; 
solid line is d = 1λ, dotted line is d = 2λ, dashed line is d = 3λ.

Figure 10.4  Pattern deviation of λ/2 dipole with conducting wire.
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profile is known in advance, an equalizer circuit can be used to can-
cel the unwanted signal delay. A rake receiver can be used to lump 
several delayed signals using the direct propagation-path signal and 
thus increase the effective received-signal level [2]. Therefore, the 
delay profile at the site should be measured in advance to determine 
the rake-receiver parameters.

The delay-profile measurement system is shown in Figure 10.5. 
In this measurement type, a precise timing signal is needed for both 
the transmitter and receiver. When the receiving points are located 
close to the transmitter, a common signal-generator source can sup-
ply a timing signal to both the transmitter and receiver using a coax-
ial cable. However, the use of cables is not feasible for these measure-
ments. Table 10.1 lists the stability of the oscillator [3].

The cesium-frequency standards are very stable and accurate, 
and they are used as frequency references in many institutions. Rubid-
ium oscillators are available as small and cost-effective devices, and 
are used in a standard signal generator to synchronize the oscillators 
of the transmitter and receiver for delay-profile measurements. To 
synchronize the signal phase between the transmission and recep-
tion systems, two rubidium oscillators are synchronized before the 
actual measurement. However, this synchronization may last for a 
few days only; thus, for precise measurement, the synchronization 
process must be repeated every two to three hours.

When a delay-profile measurement is performed indoors, the 
transmitting and receiving antennas can both be connected to a vec-
tor network analyzer to obtain the received-signal time-domain char-
acteristics. After the measurement has been performed over a wide 
frequency range, the transmission-coefficient (S21) frequency data are 
transformed from the frequency domain to the time domain using 
Fourier transformation, which is the simplest method for obtaining 
the time-domain delay profile. However, we should note that the 

Table 10.1
Stability of Oscillator

Per One Second Per One Day
TCXO — 10–9 to 10–18

Rubidium 10–12 to 10–11 10–13

Cesium 10–12 to 10–11 10–14 to 10–13

TCXO is temperature compensated crystal oscillator.

7040_Arai_V4.indd   2757040_Arai_V4.indd   275 5/12/22   5:01 PM5/12/22   5:01 PM



276	 Propagation Measurements

measurement resolution depends on the frequency bandwidth of the 
employed antennas.

10.1.3  Examples of Propagation Measurement

Figure 10.6 shows the measured propagation loss in a city area, and 
the measurement parameters are described in the caption [4]. The 
free-space propagation loss expressed in (2.2) in each frequency band 
is indicated by the solid line. The approximation-loss curves are 
expressed as (λ/4πd)α, and the dotted line is obtained by fitting the 
measured data to the curve. Attenuation factor α ≅ 2.5 is a site-spe-
cific value. A precise loss-estimation curve is provided by the modi-
fied Walfisch-Bertoni model [5] by remodeling the propagation paths 
and adding multiple reflections between building [4].

Figure 10.7 shows another loss measurement obtained by Kokura 
[6]. The approximation curve is different from that shown in Figure 
10.6 and is expressed as follows:

	 L = −23.0 + 56.3logd 	 (10.1)

Figure 10.5  Relay profile measurement system: (a) transmitting system, and (b) 
receiving system.
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Figure 10.6  Propagation loss in city area (Tokyo). Solid line is propagation in free 
space, dotted line is approximation curve of measured data, TX antenna height is 
42.5m, RX antenna height is 2.7m, each plot by median in 10m. (a) 2.2 GHz, (b) 5.2 
GHz, and (c) 26.4 GHz.

Figure 10.7  Propagation loss in city area (Kokura). Solid line is propagation in 
free space, f = 1.298 GHz, dotted line is approximation curve of measured data, TX 
antenna height is 12.5m, RX antenna height is 1.5m. Each plot by median is 10m.
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where loss L is expressed in decibel units and distance d is expressed 
in meters. The propagation loss heavily depends on the site environ-
ment, and several parameters such as building height and road are 
included to increase the estimation accuracy described in Section 8.1.

The delay profile is measured at 8.45 GHz using the setup shown 
in Figure 10.5. The propagation environment shown in Figure 10.8 is 
a suburb area surrounded by mountains. Buildings A–I are located 
along the road, and the height parameters are listed in Table 10.2 [7].

An omnidirectional antenna is used as the BS antenna at the 
top of the building, and the receiving direction at the measurement 
position on the road is varied using a six-sector antenna [8]. The half-
power beam width of the sector antenna is 60°, and the front-to-back 
ratio is more than 20 dB. The antenna consists of tapered slot anten-
nas on a circular ground plane. Numbers 1 to 6 in Figure 10.8 denote 
the direction of each sector. The distance between BS and measure-
ment points P1 and P2 are 240m and 110m, respectively.

P1 is at the LOS of BS. Then, the typical propagation model of 
the direct wave exponentially decreases, as shown in Figure 10.9(a). 
Only a direct wave from BS is received at sector 3 (S3), and the delay 
spread defined by (2.40) is σ = 0.02 μs. The delay waves shown in 
Figure 10.9(b) are observed at sector 6 (S6) in the opposite direction 
of the BS, and the delay spread is maximum (σ = 0.273 μs).

Figure 10.8  Delay profile measurement in suburb area (Yokosuka). d1 = 240m, 
d2 = 110m.
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A NLOS exists at point P2, and the direct waves are low, as 
shown in Figure 10.10. A reflection wave at approximately t = 3 μs by 
the building is received at sector 1 (S1). However, it is not observed at 
sector 6. The delay spread at sector 6 (S6) is smaller than that at sector 
1, which shows that few buildings cause delay waves. As indicated 
in these examples, the delay-spread measurements by the sector 

Figure 10.9  Measured delay profile at P1: (a) S3, σ = 0.02 [μs], and (b) S6, 
σ = 0.273 [μs].

Table 10.2
Building Parameters

BS A B C D E F G H I
H [m] 25 31 34 6 21 30 14 24 30 33
Floor 6F 7F 7F IF 5F 6F 3F 7F 9F 9F
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antenna provides the direction of arrival information from BS at the 
receiving points.

10.2  LINK BUDGET

In the design of cellular systems, a cell coverage area should be deter-
mined according to the BS antenna gain and transmitting power. The 
link-budget calculation provides the maximum signal attenuation 
between the BS and MT antennas. The uplink budget is provided by 
the MT, which transmits the maximum power level at the cell edge, 
whereas the downlink budget is provided by the BS, which transmits 
the maximum power level. The received power level must exceed 
the receiver sensitivity, which determines the minimum transmitted 
power level provided by the antenna gain and transmitter output. 

Figure 10.10  Measured delay profile at P2: (a) S1, σ = 0.274 [μs], (b) S6, and σ = 
0.126 [μs].
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The dominant loss factor in the cellular system is the propagation 
loss determined by the site environment, and another loss factor is 
added to the link-budget simulation.

The receiver sensitivity depends on the noise level. Thermal 
noise increases with temperature and is defined as follows [9]:

	 Nt dBm( ) = −174 + 10log Δf Hz( ){ } 	 (10.2)

where Δf is the bandwidth of the signal, and the noise obtained at 
the standard temperature is 290K. The receiver noise is defined by 
the noise figure (NF) as the difference between the noise output of 
the receiver in operation and that of an ideal receiver with the same 
overall gain and bandwidth. The ideal receiver is connected to cor-
responding sources at standard temperature. NF of the receiver is 
defined as follows:

	
NF =

SNRi

SNRo 	

(10.3)

where SNR is the signal-to-noise ratio and subscripts i and o denote 
the input and output of the receiver, respectively. Finally, the sensi-
tivity should be higher than Nt + NF.

Figure 10.11(a) shows the diagram of the downlink budget. The 
improved factors are the BS and MT antenna gains indicated by 
the dotted arrows, and the others are the loss factors. The transmit 
power is supplied to the BS antenna via coaxial cables, and cable 
loss Lc due to its length is the first loss factor in the downlink bud-
get. Path loss Lp is determined by distance d between the BS and 
MT. The radius of the cell is estimated using the propagation model 
described in Section 8.1. Lp is the largest loss in the link budget and 
is the dominant factor. The two major margin factors are fading and 
interference, which are considered as a margin. The fading margin 
compensates the received-signal drop due to multipath fading, and 
the interference margin suppresses the signal level from the adjacent 
cell signals. The other losses include shadowing, indoor penetration, 
body effects, and those caused by the obstacles near MT.

An example of the downlink budget is listed in Table 10.3. The 
path loss is calculated using the Okumura-Hata model described in 
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Figure 10.11  Diagram of budget: (a) downlink budget, and (b) unlink budget.

Section 8.1.1, where an urban area is assumed in the prediction. The 
transmit power of 40W is expressed in decibel milliwatts, and the 
antenna gain represents the isotropic gain expressed in (1.36). This 
example defines the receiving power level at the MT, which should 
exceed the receiver sensitivity. The thermal noise expressed in (10.2) 
is −103 dBm for a 15-MHz frequency bandwidth and is almost at 
the same level as PRX listed in Table 10.3. The received power level 
is increased by the receiver NF, diversity gain, and factors due to 
the coding scheme. The approximately 20-dB total gain enhances 
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the sensitivity and provides the communication link in this budget 
design [10].

Figure 10.11(b) shows the uplink budget calculated using the 
same procedure as the uplink one [11]. The transmit power of MT is 
24 dBm, which is much smaller than that of BS although it is com-
pensated by the high sensitivity of the BS receiver.

10.3  INDOOR SIMULATOR MEASUREMENT

This section presents the indoor simulator measurement of MT. 
The field simulator presented in Section 8.3.3 is used for the MT 
test under Rayleigh and Nakagami-Rice fading environments. The 
cumulative-probability distributions of a suburb and countryside 
are reproduced inside the simulator to evaluate the sensitivity of the 
MTs. The MIMO performance, which is tested using MIMO described 
in Section 9.2.3, is also shown by measuring the downlink through-
put of a 4 × 2 MIMO.

10.3.1  Fading Emulation

The field simulator consists of an 8m3 cube to measure the frequency 
of more than 800 MHz, and the MT under evaluation is mounted on 
the board hung from the ceiling. This size is sufficient to accommo-
date a human body to manipulate the MT inside the simulator, as 
shown in Figure 10.12. All outer walls that surround the measure-
ment field consist of metals, three standard dipole antennas for trans-
mission, and one dipole for reception. A block diagram of the field 
simulator is shown in Figure 10.13. The transmit signal is distributed 

Table 10.3
Downlink Budget

f (MHz) 900 Lc (dB) 3

hb (m) 40 Lp (dB) 132

hm (m) 1.5 M (dB) 20

d (km) 1.5 LO (dB) 5

PTX (dBm) 46 GRX (dBi) 0

GTX (dBi) 17 PRX (dBm) −103

hb is BS antenna height, hm is MT antenna height, and M = MF + MI.
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from the source to the three antennas at an arbitrary phase distribu-
tion controlled by a computer, which produces the required fading 
environment inside the measurement area.

Fading generators are used to randomly change the phase and 
independently produce multipass fading such as Rayleigh and Rician 
fading. Two fading generators are used to investigate the handover 
effect on the MT by receiving the electric fields using a directional 
antenna turned toward two different base stations. In general, the 
arrangement uses the base-station signal for RF input. However, in 
this case, a base-station simulator is used instead of an actual base 
station.

Figure 10.12  Field simulator: (a) outline of field simulator, and (b) photo of field 
simulator.
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The fading generator consists of an eight-bit digital phase shifter 
to vary the antenna phase as a function of time. This simulator can 
also be used to investigate the MT of cellular systems using two RF 
signals from different BSs. The two RF signals are combined and 
input to the antennas inside the simulator. The variable attenuator 
inserted in front of the fading generator adjusts the level of trans-
mitted RF signals and allows simulation of arbitrarily weak and 
medium-strength electric fields, which correspond to outdoor con-
ditions. Although an actual base station is used in this example, a 
base-station simulator is substituted for the open-air antenna part. 
In this case, the field simulator is considered as an attenuator only 
in the propagation path. Therefore, the system is free from rules and 
regulations.

The received electric-field strength at the MT is picked up by 
a receiving dipole antenna installed inside the simulator, as shown 
in Figure 10.12(a). The reported signals from the handset are the 
received-signal-strength indicator level and bit-error ratio.

Figure 10.14 shows the cumulative probability distributions 
that are measured both inside the field simulator and outdoor in the 
weak electric field strength areas. Two examples of outdoor areas 
are the suburbs and countryside where the measured electric field 
strengths range from 5 to 15 dBm. The suburban area is located at 
the cell edge in a medium-size city, and the countryside is located at 
the cell edge at a lakeside. Both measured probability distributions 
inside the simulator become almost equal to those under outdoor 

Figure 10.13  Block diagram of field simulator. COM: combiner, ATT: attenuator, 
DIV: divider, FG: fading generator.
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conditions, which show the effectiveness of the field simulator from 
the viewpoint of fading distribution.

10.3.2  MIMO Emulation

The MIMO performance of the MT is measured using the MIMO 
emulator, and Figure 10.15(a) shows the block diagram of the mea-
surement. A BS simulator is connected to a fading emulator to 
generate several cluster signals, and the RF outputs are amplified 
and transmitted from the dual-polarized antennas. A smartphone 
is tested as the MT inside the MIMO emulator, as shown in Fig-
ure 10.15(b), where four transmitting dual-polarization antennas 
are used. The generated signal is based on a single spatial-cluster 
model with multiple paths based on a spatial-channel model exten-
sion urban micromodel [12]. The fading generator generates a cluster 
signal consisting of three different delay profiles. Subsequently, a 
total of six clusters are transmitted to the MT. Four dual-polarization 
transmitting antennas and two MT antennas provide 4 × 2 MIMO 
downlink streams. The uplink signal from the MT is uploaded to the 

Figure 10.14  Cumulative probability distributions measured inside field simulator; 
solid line is measurement, dotted line is simulator: (a) data from suburb simulation, and 
(b) data from simulation of countryside.
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BS simulator through the circulator because the BS simulator ports 
are designed for the common use of the up- and downlinks.

Figure 10.16 shows the measured throughput by changing the 
input power level of the three different modulation schemes, where a 
SISO transmission and two different modulations are used for the 4 
× 2 MIMO [13]. The throughput of the 4 × 2 MIMO is increased from 
8 Mbps by QPSK to 20 Mbps by 16 QAM, which is much higher than 
that of a SISO that uses 16 QAM with two diversity receptions.

Figure 10.15  MIMO emulator: (a) block diagram of MIMO emulator (BSE: base 
station emulator, FE: fading generator, AMP: amplifier, CIR: circulator, IS: isolator), 
and (b) photo of MIMO emulator. (Courtesy of Microwave Factory.)
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11
ANTENNA AND PROPAGATION CHALLENGES IN 

FUTURE MOBILE COMMUNICATION SYSTEMS

This chapter describes the strategies and challenges in antennas and 
propagation for beyond 5G mobile communication systems. A fre-
quency spectrum of up to 100 GHz is allocated for 5G, and a 300-
GHz band, known as the sub-terahertz (THz) band, is a candidate 
for the next-generation spectrum. Furthermore, fiber optical systems 
already use the infrared spectrum, which is the backbone of current 
cable communication. Laser diode and silicon photonics technol-
ogy provide integrated optical circuits and are available for mobile 
communication systems. New spectrum development of the THz and 
optical bands examine novel high-gain antenna based on precise 
propagation prediction. This chapter describes a possible extension 
of the future mobile communication system and presents the chan-
nel capacity given by the frequency bandwidth and link budget sim-
ulation for the system design of THz and optical bands. Short-range 
optical wireless communication systems are also described.

11.1  OVERVIEW OF BEYOND 5G SYSTEM

The 5G mobile communication system enhances the channel capac-
ity using sub-6 and millimeter frequency bands [1]. Low latency of 
the communication link is an advantage for self-driving vehicles 
and IoT applications, which are accelerated in the next-generation 
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system. The 5G system primarily covers cellular services on ter-
restrial areas, underground areas, and inside large buildings using 
repeater systems or microcell systems. In future systems, this cov-
erage area is extended to the atmosphere and outer space, which 
requires the development of a long-range communication link [2]. 
A high-gain antenna provides an optical link in outer space with 
a precise beam-tracking system, which is merged into the future 
system. Moreover, undersea communication is also expected to be 
used in the future by overcoming significant propagation loss in sea-
water. Figure 11.1 provides an overview of the coverage area of the 
future system. A recent drone development is expected to provide 
the possibility of a personal base station for each user by creating an 
in-line link with millimeter-wave communication [3]. Most wireless 

Figure 11.1  Future network; solid line is BS to core network links, dotted line is 
ground to moving object link, dot and dash line is wireless link for moving objects.
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communication systems are merged with the future system to realize 
a seamless communication system.

Massive MIMO is introduced into 5G in addition to a new, 
unused spectrum. Ultra-high-speed data transmission is applied for 
short-range wireless systems, and the antenna is a key technology to 
cover small cells for each user. Antenna development for millime-
ter waves, terahertz, and optical spectra are required to extend the 
frequency bandwidth for realizing high-frequency systems. Millime-
ter and optical bands are already developed for automobile radars 
and fiber optics, respectively, and the terahertz band is currently 
evolving.

Cost-effective oscillators are realized for millimeter spectral 
bands and above the infrared spectrum. Terahertz oscillator devel-
opment is still underway, which is known as the terahertz gap. The 
324-/400-GHz CMOS oscillator was developed in 2008, and a 0.2−0.3 
THz chip was fabricated in 2019. A large-scale, high-density tera-
hertz SiGe radiator array has been introduced to compensate for the 
terahertz gap [4].

A high-gain and narrow-beam antenna with a limited coverage 
area is crucial to overcome large propagation loss in the optical band. 
Massive MIMO is equivalent to a high-gain multibeam former. The 
massive MIMO concept uses a large-scaled array, and beam forma-
tion via ultra-high-speed digital processing is mandatory. Further, 
a conventional frequency-scanned array provides high-speed beam 
scanning and is a promising antenna in the optical frequency range.

11.2  CHANNEL CAPACITY AND LINK BUDGET ESTIMATIONS

The maximum capacity of optical communication was limited to up 
to 100 Tbps around 2008 due to the fiber fuse propagation thresh-
old of 1.2−1.5W [5]. Multiplexing transmission schemes using MIMO 
with multicore and multimode fibers enhanced the channel capacity 
by 1.05 Pbps, and the product of bandwidth and propagation dis-
tance achieved 1 Ebps/km in 2012 [6]. The increase in the capacity of 
optical communication is outstanding, whereas the terrestrial digital 
mobile communication capacity was only few kilobits per second in 
the early 1990s. International mobile telecommunications 2000 (IMT-
2000) or 3G raised the capacity to 384 Kbps, 3.5G in 2006 achieved 
14 Mbps, 3.9G in 2010 reached 100 Mpbs. The capacity in mobile 
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communication is increased by 105 in 20 years. Long-term evolution 
or 4G provided 1 Gbps, and 5G achieved more than 10 Gbps [1]. The 
future 6G network is expected to have a capacity of around 1 Tbps.

The channel capacity of SISO defined in Section 9.1.2 is as 
follows:

	 C = log2(1 + r) 	 (11.1)

Then, the spectrum efficiency is given by multiplying the channel 
bandwidth in Hertz (Bc) with (11.1) as:

	
ʹC = Bc log2(1 + r) 	 (11.2)

Assuming SNR = 0 dB and ρ = 1 (11.1) gives C = 1 bps, suggesting that 
a bandwidth of Bc >1 THz is required to achieve the 1 Tbps capacity 
in (11.2). The channel capacity of Nt × Nr MIMO is approximated as:

	
C ≅ Nr log2

r
Nt

⎛
⎝⎜

⎞
⎠⎟ 	

(11.3)

where Nr and Nt are the number of receiving and transmitting anten-
nas, respectively, under a constant total transmitting power. The 
use of 1000 receiving antennas reduced the required bandwidth to 1 
GHz and obtain 1 Tbps; however, embedding several antennas into a 
smartphone using the microwave frequency band is difficult.

For example, the link budget of a short-range communication 
system is presented using the propagation loss defined in Section 
2.2, and thermal noise is obtained using (10.2). As described in Sec-
tion 10.2, several parameters should be considered to calculate the 
link budget. Figure 11.2 presents the receiving power level (Pr) as a 
function of propagation distance (d) for transmitting power (Pt = 0 
dBm). The carrier frequency (fc) is changed from 30 GHz to 300 THz, 
and the thermal noise (Nt) is calculated by changing the bandwidth 
(BW) from 1 kHz to 1 THz. The receiving power should be larger than 
the noise level defined by the bandwidth to obtain the communica-
tion link, and Pr = −102 dBm for fc = 300 GHz at d = 10m, and Nt =  
−84 dBm is larger than Pr for BW = 1 GHz. This budget gap of 18 
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dB should be compensated by increasing the antenna gain or Pt. To 
achieve 1-THz capacity, BW > 1 is required for (11.2). Generally, the fc 
is more than 100 times the required bandwidth in wireless commu-
nication systems; then, an fc of more than 100 THz is recommended. 
Assuming d = 1m, fc = 300 THz, and BW = 1 THz, the budget gap is 
88 dB and the antenna gain is more than 44 dB for transmitting and 
recovering antennas, which should be developed for the ultra-high-
speed communication system.

11.3  OPTICAL WIRELESS COMMUNICATION

A bandwidth of 1 THz is easily provided using an optical spectrum. 
Optical wireless communication (OWC) is a possible candidate for 
the future system to achieve a capacity of more than 1 Tbps after 
the development of millimeter waves and terahertz. An OWC is used 
as a backhaul between buildings and is known as free-space optics 
(FSO) using the atmospheric transmission window in the spectrum 
wavelength range of 0.3−14 μm [7]. The FSO depends on the pres-
ence of rain, fog, and haze, and the maximum data rate of 10 Gbps is 
achieved [8]. FSO can be applied in crosslinks to up-and-downlinks 
between satellites, aircraft, ships, and ground-standing or mobile ter-
minals. Due to significant propagation loss, FSO requires high-gain 
transmitting and receiving antennas using high-power laser and 

Figure 11.2  Propagation loss (solid line) and thermal noise (dotted line).
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high-precision beam tracking to obtain long-range communication 
links, more than a few hundred kilometers in space applications [9].
The optical spectrum is not disturbed during indoor usage and is 
appropriate for short-distance communication systems, as shown in 
Figure 11.3, because people tend to be indoors 80% of the time and 
more when they need to communicate [10].

Infrared data application (IrDA) provides 4 Mbps for a distance 
of 1m via DATA 1.4, 100 Mbps via ultra-fast IR (UFIR), and 1 Gbps 
via giga-IR [11], respectively. Wireless data transmission using visi-
ble light, known as visual light communication (VLC), has achieved 
a capacity of up to 100 Mbps and is expected to extend to 1 Gbps 
[12]. The transmitted light from LED is switched on and off in short 
intervals to modulate data into visible light. To increase the uplink 
capacity, a high-gain antenna or high-power emission is required at 
the user terminal in VLC. Additionally, to overcome the high propa-
gation loss, an indoor FSO is realized using high-gain beam-steering 

Figure 11.3  Optical wireless communication system: (a) free space optics, (b) visu-
al light communication, (c) infrared ray, and (d) short range OWC.
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antennas for transmitting and receiving systems as described in Sec-
tion 11.2, which is another candidate for a 6G indoor system.

Optical beam scanning arrays with a combined tunable laser 
and phased array [13, 14] are used in sensor applications due to their 
limited scanning range. A two-axis beam scanner is also developed 
using a thermal switched phase shifter for display applications [15]. 
Moreover, a beam-scanning array with a switched leaky-wave waf-
fled waveguide array was fabricated on a silicon wafer. Its beam 
scanning is based on wavelength sweep and beam switching with a 
Mach-Zehnder–type optical switch [16]. Optical leaky wave antennas 
are physically small but electrically large due to their short wave-
length [17] and are expected to be used for OWC and light detection 
and ranging.

Issues associated with the short-range OWC include beam truck-
ing, safety standards, and the development of high-speed electrical 
devices such as a modulator and demodulator. Under an axial sym-
metrical beam assumption, the antenna beamwidth Bw is approxi-
mately given for high gain antenna as [18]:

	

Bw = 30000

10
Gt

10 	

(11.4)

where Bw and antenna gain Gt are expressed in degree and decibel, 
respectively. Figure 11.4 shows the coverage area determined using 
Bw and the distance d from the antenna.

The coverage area of a circle with radius r is given by:

	
r = d tan

qw
2

⎛
⎝⎜

⎞
⎠⎟ 	

(11.5)

High-gain antennas are required to satisfy the link budget described 
in Section 11.2. An example of the coverage area radius of the 40-dBi 
antenna is less than 15 cm at the distance 3m from the BS antenna 
(Figure 11.4(b)) as a typical propagation distance under indoor envi-
ronment. The coverage raidus r = 15 cm is enough to illuminate a 
mobile terminal used by a person; however, the coverage radius 
becomes small by increasing the antenna gain. When the antenna 
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gain is higher than this example, beam tracking with high preci-
sion is crucial. Efficient tracking methods are expected to develop 
for short-range communication systems.

Another challenge is laser safety. The OWC uses lasers for 
transmitting sources that are hazardous to the eye. According to the 
guidelines defined by the International Electrotechnical Commis-
sion, laser safety is categorized into several classes [19]. The class 2 
limit corresponds to a 1 mW (0 dBm), which is the accessible laser 
output power (e.g., laser pointers) in the visible spectral range (λ = 
400–700 nm). The red infrared spectrum is assumed for the OWC 
and is categorized as class 3R, which is five times the permissible 
optical power of class 2. Laser safety should be considered while 
designing short-range OWC in future systems.
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Figure 11.4  Coverage area of high gain antenna: (a) geometry of beam, (b) beam 
width and coverage area of beam.
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A

Active integration antenna, 143–46
Anechoic chamber, 72–77
Angular diversity, 52
Angular profile, 56–57
Angular spread, 57
Antenna elements (base station)

about, 87–88
dipole antenna, 88–93
microstrip antenna, 93–95
multiband dipole and microstrip 

antennas, 95–97
Antenna elements (mobile terminal)

about, 104
correlation between, 261
electrically small antenna, 110–15
geometry of, 260
inverted-F shaped antenna, 107–10
monopole on a finite ground plane, 

104–7
Antenna factor (AF), 202
Antenna pattern

correlation, 139–40
half power beam width (HPBW), 11
measurements in open sites, 180–82
shape and size of antenna elements and, 

23
synthesis, 102–3

Antenna-radiation pattern measurement
about, 70–71

far-field, in anechoic chamber, 72
far fields, 71, 73
Fresnel region, 71–72, 73
near fields, 71–72, 73, 77–80

Antennas
basic elements of, 12–15
basic theory of, 1–29
effective height, 214
gain, 15–16, 22–23, 76
mutual coupling and, 28–29
parameters, 16–23
See also Base station antennas; Mobile 

terminal antennas
Antenna under test (AUT), 16, 182, 

184–85
Antinode/node, 61
Aperture efficiency

defined, 22
illustrated, 22
Taylor weighting distribution and, 100

Array antennas
about, 23, 97
advantage of, 25
antenna pattern synthesis, 102–3
colinear, 97–98
design, 136–38
linear, 24–28, 98–101
patch, 250–51
pattern, 26
three-element, 27

Array factor, 24, 28, 136
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Array spacing, 260
Attenuation coefficient, 80–81
Attenuation factor, 276
Attenuator (ATT), 74, 77
Autotransformer balun, 68
Axial ratio (AR), 74, 76

B

Babinet’s principle, 7
Balanced feeding line, 67–70
Balun

autotransformer, 68
circuit, 68
defined, 67
sleeve, 68–69

Base station antenna measurements
about, 179–80
far-field, 181
near-field, 182–86
in open sites, 180–82
overview, 184
passive intermodulation, 187–90
radiation pattern, 186
specifications, 185
very-near-field, 182–86

Base station antennas, 123–24
antenna configuration of, 123–24
array pattern design, 136–38
beam coverage area, 145
beam tilt of, 118–19, 124–25, 143–44
beam width, 121
categories of, 117–23
at ceiling, 251–55
circular coverage antennas, 118–19
coaxial cables, 132–33
components of, 125–36
design of, 117–46
diversity and MIMO systems, 139–46
dual polarization, 124
eight-element, structure of, 126
feeding network of, 124, 125, 143
geometry of, 257
indoor, 123
mechanical tilt, 127
near walls, 248–51
null-filled radiation pattern, 137–38
omnidirectional, 130, 133, 134
in open site, 255–59
phase shifters, 132–33
polarization diversity, 125

reflector size, 129–30
sector antennas, 119–21
six-sector, 121
vertical plane radiation pattern, 137

Base station antennas and channel 
capacity

about, 247–48
BS at ceiling, 251–55
BS in open site, 255–59
BS near walls, 248–51

Base station elements
about, 87–88
dipole antenna, 88–93
microstrip antenna, 88–93
multiband dipole and microstrip 

antennas, 95–97
Bazooka balun, 68–69
Beam forming network (BFN), 144
Beam tilt, 118–19, 124–25, 143–44
Beam width, 120–21, 131
Beyond 5G systems

about, 288
illustrated, 292
overview, 291–93

Bidirectional pattern, 122
Bit error rate (BER), 192
Body effect

about, 165
antenna input characteristics and, 

173
antenna performance and, 171–76
body effect, 171
dielectric properties and, 170
numerical phantom, 165–67
phantom in measurement, 167–70
user hand and, 174–76
See also Mobile terminal antennas

Boundary value condition, 34
Breakpoint, 40, 41
Brewster’s angle, 38–39
Built-in mobile terminal antennas

about, 150
chassis effect and, 150–52
elements, 152–54
geometry of, 152
location, 150–52
matching circuit, 154–57
multielement element, 153
radiation resistance, 157
See also Mobile terminal antennas

Butler matrix, 141
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C

Calibration procedures, 272–73
Ceiling, BS at, 251–55
Cesium-frequency standards, 275
Channel capacity

about, 241
average and peak, of open site, 259
BS antenna design and, 247–49
BS at ceiling, 251–55
BS in open site, 255–59
BS near walls, 248–51
estimation, 241, 293–95
estimation of MT antennas, 263–64
as function of averaged spatial 

correlation coefficient, 247
as function of SNR, 245
large, radiation patterns leading to, 252
MIMO systems, 241–47, 254
of MT antennas, 265–68
of MT in presence of phantom, 268
Nakagami-Rice environment and, 

246–47
patch arrays, 250–51
radiation efficiency and, 262–63
SISO systems, 241–47, 294
terminal antenna design and, 259–68

Channel matrix, 246, 264
Characteristic impedance, 225
Characteristics mode, 159
Chassis mode, 158–60
Circular coverage antennas, 118–19
Coaxial cable

characteristic impedance of, 70
colinear array, 97
dipole antenna fed by, 68
feeding circuits, 123
illustrated, 14
leaky current on surface, 88
timing signal with, 85
as unbalanced line, 67

Colinear array antennas, 97–98
Coordinate system

current source and, 4
knife-edge diffraction, 43
MIMO performance measurement, 198, 

199
mobile terminal measurement, 191
space diversity antenna, 139

Correction factor, 214
Correlation coefficient, 84, 85, 141, 234
Correlation factor, 264

COST-231 Walfisch-Ikegami model, 219
Coverage areas

about, 117–18
beam, 145
bidirectional pattern, 122
of circle, calculation, 297
circular, 118–19
multibeam, 122
multisector, 122
pattern shapes for, 118–23
sector, 119
spot beam, 121

Crossed dipole antenna, 92, 127–29, 132
Cross-polarization ratio (XPR), 74, 75, 

83–84
Cumulative distribution function (CDF), 

196, 197
Cumulative probability distributions, 

285–86
Current distribution, 6, 10, 107
Current elements

characteristics of, 4
infinitesimal, radiation from, 3–6
infinitesimal magnetic, radiation from, 

7–8
Current source, 1, 3, 4, 7, 34
Cylindrical very-near-field measurement, 

185

D

Decoupling methods, 162–65
Decoupling network, 163–64, 165
Deep fading, 52
Delay profile

about, 53, 274–75
distribution function of, 53–54
double spike model, 55
exponential function model, 56
measured, 54, 279, 280
model, 54

Delay-profile measurement
illustrated, 86
performing, 85–86
propagation loss and, 274–76
by sector antenna, 279–80
in suburb area, 278

Delay spread, 55
Delay spread simulation, 234–35
Device under test (DUT), 66, 189, 190–91, 

200–203, 236
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Diagonal matrix, 243
Dielectric loss tangent, 167–68
Diffraction point, 225–27
Digital beam-forming antenna, 146
Digital phase-shifter, 238
Dipole antennas

about, 88
asymmetrical element, 155
backed by reflector, 130
base station elements, 87–93
coaxial cable feeding and, 129
crossed, 92, 127–29, 132
current distribution of, 10
dual resonant, 96
elements, radiation pattern, 253
geometry of, 19
half-power beamwidth, 91–92
hand effect and, 175
illustrated, 88
input characteristics of, 20
Lecher line and, 8, 9, 13
modified crossed, 129
multiband, 95–97
observation point and, 10
principle of, 12
printed, 89–90, 127–29
radiation from, 8–12
radiation pattern, 9–11, 88, 91
reflection coefficient, 171–72
short, radiation pattern, 27
sleeve, 88, 89
spacing of, 28
spherical phantom and, 172
twin, 92

Dipole mode, 160
Diversity and MIMO systems

active integration antenna, 143–46
antenna pattern correlation, 139–41
base station configuration, 139–46
Butler matrix and multibeam, 

141–43
Diversity gain, 53
Diversity reception, 51–53, 234
Diversity systems, 52
Double sideband suppressed carrier 

modulation, 233
Double spike model, 55
Downlink budget, 281–82, 283
Dry phantom, 169
Dual polarization antenna, 124
Dyadic diffraction coefficient, 226–27

E

Effective area
about, 19–22
antenna gain and, 17, 22–23
defined, 22

Effective height, 214
Effective isotropic radiated power (EIRP), 

190–92, 196
Effective length, 19–22
Electrical equivalent phantom, 170
Electrically small antenna

about, 110
bent current path and, 111
ground plane mode, 112
high dielectric constant materials, 

111–12
matching current, 111
miniaturization methods, 110–11
minimum Q value and Q factors of, 

114–15
theory of, 113–15

Electric fields
breakpoint and, 41
complementarity of magnetic fields 

and, 7
distribution, 51
distributions by ray-tracing method, 230
incident, 226
multipath fading and, 51
outgoing, 226
time-varying, 47

Electromagnetic waves
about, 1–2
boundary value condition and, 34
knife-edge diffraction and, 42–45
multipath fading and, 46–47
oblique incidence, 36–39
See also Propagation

EMC measurements
about, 199–200
chamber, 201
EMI assessment and, 200
frequency range, 202–3
open site EMI measurement and, 

200–203
reverberating enclosure, 203–5
shield box size, 204
site, 201
site attenuation, 204

EM interference (EMI)
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assessment, 199–200
open site measurement, 200–203

Equivalent current method, 183
Evaluation factor, 54
Exponential function model, 56

F

Fading emulation, 283–86
Fading-field simulator

fading measurement, 236
illustrated, 237
mobile terminal evaluation and, 235

Fading generators, 284–85
Fading margin, 281
Fading simulator, 232–34
Fading structure, 46–51
Far-field measurements

about, 71
in anechoic chamber, 72–77
with ground reflection, 181
with slant range, 182
with tall tower, 181

Feeding lines, 67–70
FEKO electromagnetic simulation 

software, 29
Fiberglass reinforced plastic (FRP), 123
Field components

decomposition of, 5
in far-field region, 6
magnetic current and, 8
radiation, 6

Field simulator
about, 283–84
block diagram, 285
outline, 284
photo, 284

Finite domain and time difference (FDTD) 
method, 223

Four-port arch shaped phase shifter, 135
Free-space optics (FSO), 295–96
Frequency-selective fading, 234–35
Fresnel zone, 45–46

G

Gain, antenna
about, 15–16
absolute, 76
deriving, 16
directive, 76

directivity, illustrated, 15
effective area and, 22–23
isotropic, 16
omnidirectional antennas, 130

Gain, diversity, 53
Gaussian distributions, 48, 247, 264
Gaussian noise, 232
Geometric theory of diffraction (GTD), 223
Global positioning system (GPS), 151
Goal, this book, xii
Ground

as perfect conductor, 40
reflection, effect of, 39–42

“Guidelines for Evaluation of Radio 
Transmission Technologies for IMT-
2000 (M.1225),” 221

H

Half power beam width (HPBW), 120, 130, 
248, 249, 251, 256

Halo antenna, 132
High-gain antennas, 297–98
Horn antennas, 14–15

I

Ikegami model, 218, 219
Image method, 227–28
Impedance mapping, 62
Impedance matching, 17–18
Impedance matrix, 66
Impedance measurement

about, 59–60
balanced and unbalanced feeding lines 

and, 67–70
reflection coefficient and, 60–63
Smith chart and, 63–64
S-parameter method, 64–67, 69–70

IMT-Advanced, 221
Indoor hotspot (InH) model, 222
Indoor simulator measurement

about, 283
fading emulation, 283–86
MIMO emulation, 286–88

Input impedance
about, 18–19
characteristic match break, 154
measurement, 69
monopole antenna on ground plane, 

104, 105
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Input impedance (Cont.)
normalized, of asymmetrical dipole, 

155
Interference fading, 237–38
International Mobile 

Telecommunications-2000 (IMT-
2000), 221

Inverted-F shaped antenna (IFA)
about, 107–8
as built-in antenna, 265
on chassis, 163
illustrated, 108
on plate, 265, 267
radiating elements of, 265
radiation pattern, 109–10
radiation resistance, 108

Inverted-L shaped antenna, 107–8
Isotropic antennas, power density of, 23
Isotropic gain, 16

K

K-factor, 50
Knife-edge diffraction

about, 42–43
coordinate system, 43
edge height and, 44
illustrated, 42
multiple edges and, 44–45
Vogler solution and, 44–45

Kronecker model, 263

L

Laser safety, 298
Layered-sphere phantom model, 166–67
Lecher line, 8, 9, 13, 127
Linear array antennas

binomial, 100
equally spaced, 24
feed network, 99
lobe suppression and, 99, 100
radiation pattern, 98, 100, 101
subarray, 99, 100

Line-of-sight (LOS) propagation, 32
Link budget

downlink, 281–82, 283
estimations, 293–95
gap, 294–95
short-range communication system, 294
uplink, 281–82

Low noise amplifier (LNA), 189–90

M

Mach-Zehnder-type optical switch, 297
Magnetic distribution, 6
Magnetic fields, 7
Massive MIMO, 293
Matching circuit

built-in mobile terminal antenna, 
154–57

circuit topologies of, 155
loss, 157
reactance of, 156

Maxwell’s equations, 1–3
Measurement(s)

about, 59
of antenna radiation pattern, 70–80
base station antenna, 179–90
delay-profile, 274–76, 278
EMC, 199–205
fading, 236
impedance, 59
indoor simulator, 283–88
input impedance, 69
mobile terminal, 190–99
phantom in measurement, 167–70
propagation, 80–86, 271–88
reverberating enclosure, 203–5
SAR/PD, 205
S-parameter, 64–67, 69–70

Measurement system, 272–74
Microstrip antennas

about, 93
base station elements, 93–95
dual polarization and, 95
dual resonant, 97
feeding structures, 94–95
illustrated, 13, 93
multiband, 95–97
radiation pattern, 94

Microstrip lines, 13
MIMO

about, 241
applications, 149
array spacing and, 260
channel capacity of, 241–47
channel measurements, 253
emulation, 286–88
independent transmission, 244
massive, 293
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measured SNR and channel capacity 
for, 254

performance, 283, 286
photo, 253
QPSK, 288
system model, 242–43

MIMO emulator, 286–87
MIMO performance measurement

about, 196
coordinate system, 198, 199
emulator, 197–99
scatterer, 198, 199

Mobile terminal antenna elements
about, 104
electrically small antenna, 110–15
inverted-F shaped antenna, 107–10
monopole on a finite ground plane, 

104–7
Mobile terminal antennas

about, 149
body effect, 165–76
built-in antenna, 150–57
channel capacity and, 259–68
design of, 149–76
multiantenna system, 157–65
mutual coupling and, 259–63
radiation efficiency and, 259–63

Mobile terminal design and channel 
capacity

about, 259
estimation of MT antennas, 263–64
of MT antennas, 265–68
mutual coupling and, 259–63
radiation efficiency and, 259–63

Mobile terminal measurement
about, 190
bit error rate (BER), 192
coordinate system, 191
effective isotropic radiated power 

(EIRP), 190–92, 196
MIMO performance, 196–99
OTA, 192–96
parameters, 190–92
total isotropic sensitivity (TIS), 192
total radiation power (TRP), 190–92

Monopole antenna on ground plane
about, 104
current distribution, 107
illustrated, 104
input impedance, 104, 105
radiation pattern, 105, 106

rectangular plate, 106
M-sequence generator, 234
Multiantenna system

about, 157–58
antenna position, 160–62
chassis mode, 158–60
decoupling method, 162–65
mutual coupling and, 160–62
See also Mobile terminal antennas

Multibeam, 122
Multipath fading

about, 46–47
delay spread simulation, 234–35
diversity reception and, 51–53
effects, reduction by diversity 

reception, 234
emulation, 232–38
fading-field simulator, 235–38
fading simulator, 232–34
frequency-selective, 234–35
interference, 237
measurement, 236
in outdoor environment, 236
Rayleigh distribution, 232
receiving electric field and, 51

Multiprobe measurement, 182
Multisector, 122
Mutual coupling

about, 28–29
antenna position and, 160–62
channel capacity and, 259–63
decoupling network and, 163–64
of λ/2 dipole array, 162
radiation patterns and, 261
between two short dipoles, 29

N

Nakagami-Rice distribution, 49, 50–51, 
263

Nakagami-Rice environment, 246–47
Narrowband measurements, 271
Near-field measurements

about, 71–72, 182
cylindrical, 183
distance of, 77
multiprobe, 182
scanning area, 79
scans, 79
space requirement, 78–79
virtual boundary and, 78
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Network analyzer, 59, 64, 66, 74, 275
Noise figure (NF), 281
Non-line-of-sight (NLOS) propagation, 32
Normalized site attenuation (NSA), 202

O

Observation point
antenna size and, 71
current source and, 3
dipole antenna and, 10

Okumura-Hata model
geographical features and, 212
Okumura’s curve, 212, 213, 216
path loss calculation with, 281–82
propagation loss by, 215

Omnidirectional antennas
about, 130
polarization diversity, 134
slant polarization, 132, 133
V/H-polarization, 133

Open site, channel capacity and, 255–59
Optical beam scanning arrays, 297
Optical leaky wave antennas, 297
Optical wireless communication (OWC), 

295–98
Organization, this book, xi
Orthogonal polarization (transverse 

electric), 37
Oscillators, 86, 275, 293
OTA measurement

about, 192–93
conical cut method, 192–93
conical cut method with probe array, 

194–96
great circle method, 194, 195
of TIS, 196
of TRP, 196

Overlaid multicell system, 141

P

Parallel polarization (transverse 
magnetic), 37, 38

Parameters, antenna
about, 16–17
cross sectional area and gain and, 22–23
effective length and area and, 19–22
impedance matching, 17–18
radiation resistance and input 

impedance and, 18–19

Passive intermodulation
about, 187
frequency allocation for, 189
k parameter and, 188
in LNA, 189–90
measurement, 188–89
measurement diagram, 188–89
odd order frequency, 188
as phenomenon, 187

Patch arrays, 250–51
Phantom

composition, 168
dry, 169
electrical equivalent, 170
layered-sphere model, 166–67
with loss tangent, 168
in measurement, 167–70
numerical, 165–67
shell, 170
spherical, 172
wet, 168–69

Phase shifters
about, 132–33
digital, 238
four-port arch shaped, 135
with moveable dielectric plate, 135–36
semifixed, 135

Physical model, 216–21
Polarization

circular, 75
dual, 95
elliptical, 75
TE, 36–37
TM, 36–37

Polarization diversity antenna, 128, 134
Power density, 15, 23, 32–33, 34, 179, 265
Poynting vector, 34
Printed antennas

dipole, 89–90, 127–29
fabrication of, 13

Propagation
classification of paths, 31–32
distance, 33
LOS, 32
NLOS, 32

Propagation loss
in city area (Kokura), 277
in city area (Tokyo), 277
COST-231 Walfisch-Ikegami model, 219
in free space, 32
as function of frequency, 215
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measurement, 80–83, 271–74
models, 222
by Okumura-Hata model, 215
propagation distance and, 33
suburban/farmland, 215
thermal noise and, 295
of tilted beam, 119
in urban area, 213

Propagation loss estimation
about, 211–12
by big cities, 220
Okumura-Hata model, 211–16
physical model, 216–21
standardization of predictions, 221–22
Walfisch model, 218–19

Propagation measurement(s)
about, 80, 271
calibration procedures, 272–73
correlation coefficient, 84, 85
cross polarization, 83–85
delay profile, 85–86
examples of, 276–80
indoor simulator, 283–88
link budget and, 280–83
long-range field distribution, 81
loss, 80–83
loss factor and, 272
measurement system, 272–74
narrowband, 80, 271
sampling frequency and, 83
short-range field distribution, 81–82
standard system, 82–83
wideband, 271

R

Radiation
from dipole antenna, 8–12
efficiency, 262–63
from infinitesimal current element, 3–6
from infinitesimal magnetic current 

element, 7–8
resistance, 18–19, 157

Radiation patterns
base station antennas, 137–38
bidirectional, 122
by Butler matrix, 143
dipole antennas, 88, 91
field strength, 6
half-wavelength dipole antenna, 9–11
human body and, 175

illustrated, 12
inverted-F shaped antenna, 109–10
leading to large channel capacities, 252
linear array antenna, 24, 26, 98, 100, 101
measured BS, 186
measured spin linear, 76
microstrip antenna, 94
monopole antenna on ground plane, 

105, 106
mutual coupling and, 261
sector antennas, 257
shape and size of elements and, 23
slot and dipole antenna elements, 253
three-element array, 27

Ray-launching method, 228
Rayleigh distribution, 48–49, 50, 246
Rayleigh fading distribution, 232
Ray-tracing methods

about, 223
basis of, 224
electric field distributions by, 230
FDTD method and, 223–24
image method, 227–28
ray-launching method, 228, 229
simulation examples, 228–31
simulation model, 229

Receiver sensitivity, 281
Receiving power, 20–21
Receiving voltage, 20
Rectangular waveguide, 14
Reflection and transmission at the 

boundary, 34–36
Reflection coefficient

dipole antenna, 171–72
at each port, 65
of electric field, 35
of ground, 40
impedance measurement and, 60–63
parallel polarization (transverse 

magnetic), 38
Reflection form load, 60
Reverberating enclosure, 237
Reverberating enclosure measurement, 

203–5
Rician factor, 246
Rural macro (RMa) model, 222

S

SAR/PD measurement
about, 205
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internal SAR and, 206
localized SAR, 205–6
by probe array, 207
by probe scanner, 207

Scientific and Technical Research 244 
(COST 244), 165, 166

Sector antennas, 119–21, 257
Semifixed phase shifter, 135
Signal-to-noise ratio (SNR), 245, 247, 250, 

254–55, 281
Sinusoidal function, 10
SISO systems

about, 241
channel capacity of, 241–47, 294
characterization, 242
system model, 242–43
See also MIMO

Sleeve antennas
about, 88
arrays, 251
fabrication of, 14
illustrated, 14, 89

Sleeve balun, 68–69
Slot antennas, 253
Smith chart

about, 63
illustrated, 64
impedance locus on, 64
in load impedance determination, 63
voltage measurement and, 61

Snell’s law, 36
Source point vectors, 3
Space diversity antenna, 139, 141
Space diversity reception, 52
S-parameters, measurement, 64–67, 69–70
Spectrum efficiency, 294
Spherical coordinate system, unit vectors 

of, 4
Spherical phantom, 172
Spot beam, 121–22
Spreading factor, 224, 225, 226
Suburban macro (SMa) model, 222

T

Taylor weighting distribution, 100
Thermal noise, 294, 295
Total isotropic sensitivity (TIS), 192
Total radiation power (TRP), 190–92
Transpose matrix, 243
Transverse electric (TE) polarization, 

36–37
Transverse magnetic (TM) polarization, 

36–37
Twin dipole antenna, 92
Two-port network, 65

U

Ultra-fast IR (UFIR), 296
Unbalanced feeding line, 67–70
Uplink budget, 281–82
Urban macro (UMa) model, 222
Urban micro (UMi) model, 222

V

Vector formula, 2–3
Vertical polarized loop slot antenna, 131
Very-near-field measurements, 182–86
Visual light communication (VLC), 296
Voltage standing wave ratio (VSWR), 

17–18, 63, 174

W

Walfisch-Bertoni model, 276
Walfisch model, 218–19
Walls, BS near, 248–51
Wavenumber

free-space, 136
of oblique incidence, 35
obtaining, 5

Wet phantom, 168–69
Wideband measurements, 271
Wireless local area network (WLAN), 151
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